Roles of Imputation Methods for Filling the Missing Values: A Review
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ABSTRACT
Missing data are often encountered in many areas of research. Complete case analysis and indicator method can lead to serious bias. One of the comforting methods is implementation of imputation methods. The main purpose of this paper is to review the agreement of imputation methods as the most widely used method for filling missing observations. Single and multiple imputations had certain criteria to be satisfied before adoption. Single imputation methods works excellently in short gap length of missing data. Embracing single imputation method to the long gap of missing data will cause systematically error since the reflection of uncertainty is not covered. Multiple imputations were recognized as the superior method for missing-at-random (MAR) data set. Although the dominance of multiple imputations was known, the adoption of these imputations needs thorough understanding on the algorithms especially in designing a suitable method to perform the imputations. The reviews on assessment of available imputation software were also presented to compare the practicality of the software.

INTRODUCTION
Generally, the problem of missing data emerges in many areas of research such as environmental field [17,26,25], statistical survey [22,15], medical study [30,36] and industrial databases [19]. Mondelo [23] described “missing data” as a generic term referring to two different situations. First situation is usually to describe indefinitely missing data those arising from a non-response in survey or an interview and also those arising from a breakdown in measurement instruments. At secondly situation is due to external (technical) reason, presumably due to change. Missing data is problematical. Discontinuities of dataset may lead to significant obstacle for analyzing the findings [17]. Sometimes the missingness is due to unknown reasons, or error and omission when the data are recorded and transferred [27]. However, there are a number of evident reasons, including imperfect procedures of manual data entry, incorrect measurements, and equipment error [7].

Missing observations make it difficult for analysts to realize the data analysis. Types of problems that are usually associated with missing values are [12] 1) loss of efficiency; 2) complications in handling and analyzing the data; 3) bias resulting from differences between missing and complete data (bias estimates) and; 4) reduction of statistical power (inefficient estimates). Decision on selecting an appropriate method for handling missing observations on time series depends on the missing data pattern and on the missing-data mechanism [26]. However, if the observations were more than 60 percent missing, no method was found suitable to cure the data [7].

Embracing the imputation techniques are commonly used for the treatment of missing data. However there are few challenges in adoption of this technique that are 1) to maximize the use of available data in order to minimize the mean square error for univariate statistics and to preserve covariance structures in multivariate data sets [22]; 2) to include in the variance estimates of the uncertainty caused by the use of imputed data, i.e. synthetic (not really observed) data [21].
The main purpose of this paper is to review the methods of imputation i.e. single and multiple imputations and their limitation. Unlike other literatures that focused on specific imputation methods on solving the missingness, this manuscript reviewed on the adoption of single and multiple imputations in various fields and enhancement for better prediction. The last section of this paper will present the types of software that are currently accessible for calculating missing data for the ease of readers’ references.

2.0 Missing Data Mechanisms:

There are 2 important types of missing data described by Little and Rubin [21] known as ignorable and non-ignorable. Non-ignorable is where the probability of missing items is dependent on the values of observations whereas ignorable missing data is where the probability of missing items is not dependent on the value of observations.

There are three types of missing data mechanisms that integrated with ignorable missing data. The missing-data mechanism describes the connection between missingness and the values of variables in the data matrix. As explained by Schafer [32], given an observed variable \( Y \) as \( Y_{obs} \) and a missing variable \( Y \) as \( Y_{mis} \), it can be said that \( Y = [(Y_{obs}, Y_{mis})] \).

The first type is missing completely at random (MCAR). It is defined as the missingness occurs at random across the whole data sets. Thus, the probability of missing value is independent of both \( Y_{obs} \) and \( Y_{mis} \).

The second form is missing at random (MAR). This confusingly form of missing data occurs if the probability of a record having a missing value for an attribute that does not depend on the value of the missing data itself, but could depend on the observed data [6]. Thus, the probability of missing value is independent of \( Y_{mis} \). Generally, when the missing data are MAR all simple techniques for handling missing data i.e. complete and available case analyses, the indicator method and overall mean imputation, give biased results. Nonetheless, adoption of more sophisticated techniques like single and multiple imputations give unbiased results for MAR form of missing data [6,26,17]. Little and Rubin [21] reported that MAR and MCAR are able to be ignorable because it is possible to adjust for the missingness.

The third form is associated with sampling due to the impossibly to obtain data from a whole population, probability sampling is widely used to obtain data from representative population sample. This form is not considered further [12].

Non-ignorable is where the probability of a missing datum is dependent upon its value. Non-ignorable missing data occurs where the pattern of missingness is such that the missing value of \( Y \) cannot be reliably predicted from other dataset variable [12]. One form of non-ignorable is missing not at random (MNAR). It occurs if the probability of a record having a missing value for an attribute that depend on the value of the attribute. If missing data are MNAR, valuable information lost from the data and, there is no universal method of curing the missing data properly [6]. Figure 1 simplifies the important types of missing data.

3.0 Single Imputation:

Imputation is a general and flexible method for handling missing-data problems. It are means or draws from a predictive distribution of the missing values, and require a method of creating a predictive distribution for the imputation based on the observed data [21]. Method of creating complete data via filling in missing value can be classified into single imputation and multiple imputation methods [14]. Single imputation is defined as filling in precisely one value for each missing one. Multiple imputations is a method of generating multiple simulated values for each missing item in order to reflect properly the uncertainty attached to missing data [17].

There are two general approaches to generate the predictive distribution of missing values namely explicit modelling and implicit modelling [21]. Explicit modelling is the predictive distribution that is based on a formal statistical model for example multivariate normal and hence the assumptions are explicit. This method includes mean imputation, regression imputation and stochastic regression imputation.

Mean imputation is filling the means from responding units into the missing data. Regression imputation is the method of replacing the missing values by predicted values from a regression of the missing item on the
items observed for the unit. The last form of explicit modelling is stochastic regression imputation where this method substitutes missing observations by a value predicted by regression imputation plus a residual, drawn to reflect uncertainty in the predicted value [21].

Implicit modelling focuses on algorithm, which implies underlying model [21]. This method includes hot deck imputation, substitution and cold deck imputation. Hot deck imputation involves substitution of individual values drawn from „similar” responding units. Hot deck is common in survey practice and can involve very elaborate schemes for selecting units that are similar for imputation.

Substitution is a method for dealing with unit non response at the fieldwork stage of survey, replaces nonresponding units with alternative units not selected into the sample where as cold deck imputation replaces a missing value of an item by a constant value from an external source, such as a value from a previous realization of the same survey. Figure 2 illustrates the flow of handling missing data via single imputation.

![Fig. 2: Steps of managing missing values through single imputation.](image)

### 3.1 Reviews on Adoption of Single Imputation Methods:

Implementation of single imputation technique had few advantages and drawbacks. The advantages of single imputation are [6]: 1) standard complete-data method can be applied to the filled-in data set; 2) the potentially substantial effort required to create sensible imputations need to be carried out only once, and; 3) this imputations can be incorporate the data collector’s substance knowledge.

Omitting the missing data and substitution of mean values for missing data are commonly suggested when dealing with missing observations. This can direct to disorder of the inherent structure of the data, thus leading to tremendous errors in correlation matrix and degrade the performance of statistical modelling. Hawthorne and Elliot [12] conducted a comparative study on common techniques in imputing missing data in clinical and public health interventions. In this work, three methods were used (person mean, hot deck and regression) including the most widely reported methods i.e. mean substitution and list wise deletion. The results confirmed that list wise deletion and mean substitution performed poorly even in small scale of missing data. Hot deck method is recommended if the missing data are from a scale where more than the items are missing whereas person mean substitution is the method of choice due to its ease computational and more likely to be an option of statistical software packages.

Huisman [15] in his study on imputation of missing social network data uses some simple or single imputation procedures (imputation by reconstruction, unconditional mean, imputation using preferential attachment and hot deck imputation). The results agreed that ignoring missing data can have large negative effects on structural properties of the network and the simple imputations can correct the situation. It was reported that reconstruction method as the best method since it gave the smallest bias. However, simple procedure (single imputation) can still lead to statistical bias. As for solution, multiple imputation and improved single-imputation model are recommended.

On the other hand, Noor et al. [25] studied the assessment of various single imputation methods namely linear, quadratic, cubic interpolations, nearest neighbour, mean-before-after and mean after methods to the simulated missing air pollutant data (5%, 10%, 15%, 25% and 40%). Four performance indicators (prediction accuracy, coefficient of determination, mean absolute error and root mean squared error) were used to observe the goodness-of-fit for each method applied. The results show that mean-before-after gave the best results even for 40 percent missing data with the value of $R^2$ 0.77 (which is identical to the result of 25% missing data). This is due to the way in which the simulated missing data were generated where the pattern of missing data for each percentage were identical. Hence, the effectiveness of the single imputation method of this study definitely can be debated.
Besides all the compensation of using single imputation technique, there is one most disadvantage of this technique. The drawback of single imputation is that it does not reflect extra uncertainty and display variation due to missing data [4]. Previous studies had shown that if the missing data was missing in short gap length, the adoption of single imputation technique caused no or tolerable values of bias depending on the numbers of missing observations. The increment in the percentage of missing values caused ineffective results as it increases the biasness. If the data mechanism is MAR, multiple imputation is superior compared to single imputation [35]. This is because of the multiple imputation generate multiple simulated values for each missing item, so that the uncertainty attached to missing data are reflected.

Juninnen et al. [17] had used a few methods of single imputation that are linear, spline and nearest neighbour interpolation and studied the performances of these methods by filling in the simulated missing values (10 and 25 percent of simulated missing data). Since the missing mechanism was MAR, the results show that all methods dropped significantly for length of gap higher than 10 values (10 hours). Among all the methods, linear interpolation is the best method for short length of missing data.

This finding was supported by the study conducted by van der heijden et al. (2006). In this study, single imputation technique (i.e. of unconditional and conditional mean), multiple imputation technique (MI), complete case analysis (discard the missing values) and missing-indicator method were filled to the simulated data of diagnosis of pulmonary embolism. The results indicate that single imputation methods performed equally well compared to multiple imputation methods that are known to be superior. However, this is because of the low overall number of missing values.

Consequently, from the studies done by Juninnen et al., [17], Plaia and Bondi [26] and van der heijden et al. [35], it is proven that univariate methods (single imputation) performed excellently in the short gaps of missing data.

4.0 Multiple Imputation:

In history, Rubin had proposed multiple imputations in 1987. Rubin argued that an important limitation of single imputation methods is that „standard variance formulas’ applied to filled-in data systematically underestimated the variance of estimates, thus he proposed multiple imputation [21]. In this method, the first step is to specify one encompassing multivariate model for the entire data set. There are four different types of multivariate complete data models that are [33]: i) normal model, which perform imputation under a multivariate normal distribution; ii) log linear model, which has been traditionally used by social scientists to describe associations among variables in cross-classified data; iii) general location model, which combines a loglinear model for the categorical variables with multivariate normal regression model for the continuous variables and; iv) two level linear regression model, which is commonly applied to multi-level data. The chosen imputation model should be compatible with the subsequent analysis or to be precise, the model should be flexible enough to preserve the relationships among variables that will be the focal point of later analysis.

Multiple imputations are similar to single imputation in that it imputes a set of likely values from a distribution for each missing variable. In general, adoption of multiple imputation technique involve three steps i.e. imputation, analysis and pooling. First steps, it imputes several values, through at less or more then 2 method, \( m \geq 2 \), for each missing datum. Then, each individual \( m \) is analysed using standard complete-data procedures that can be done using SPSS, LISREL, AMOS or any other statistical software. Lastly, pooling \( m \) complete datasets is the step of integrating the \( m \) analyses to produce overall estimates and standard errors. This step consists of calculating the mean over the \( m \) repeated analyses, its variance and its confidence interval or \( P \) value. Pooling data from a number of imputations allows multiple imputations to produce more accurate. Figure 3 shows an example of multiple imputation where \( m = 3 \).

Multiple imputations are an attractive choice as a solution to missing data problems because it represents a good balance between quality of results and ease of use. The performance of multiple imputations in a variety of missing data situations has been well studied and it has been shown to perform favourably. Multiple imputations introduced appropriate random error into the imputation process makes it possible to get approximately unbiased estimates of all parameters. There is no deterministic imputation method can do this in general settings. Further, multiple imputation has been shown to be robust to departures from normality assumptions and provides adequate results in the presence of low sample size or high rates of missing data.

Undoubtedly, certain requirements must be met for multiple imputations to meet these desirable properties [2]. First, the data must be missing at random (MAR) meaning that the missing data are dependent on the observed variables not the missing observations. Secondly, the selection of model used to generate the imputed values must be well suited with the subsequent analysis so that it can conserve the associations among variables that will be the focus of later analysis. Thirdly, the model used for the analysis must agree with the model used in the imputation. All these conditions have been described thoroughly by Rubin.
Fig. 3: The steps of implementing multiple imputations.

At the moment, broad applications of multiple imputations in estimating the missing data had been acknowledged especially in health discipline [3,20,9,30]. Adoption of multiple imputations on various missing data on serum cholesterol observations [3], otoneurologic data [20], body mass index (BMI) data and major lung resection outcomes from 1980-2006 [9] had agreed that multiple imputations as the method of choice compared to others.

Besides, huge applications of multiple imputations on health discipline, it was also adopted in environmental data set [18,1] industrial databases [16,19] survey data [11,34] and data mining that is the process of extracting pattern from large data set by combining methods from statistics and artificial intelligence with database management [16].

As described above, the application of multiple imputations were known to be superior compared to single imputation as long as the missing data mechanism is MAR. However, the battle of adopting multiple imputations lies in designing a suitable method to perform the imputations [38]. As most of imputations are executed using software, the awareness of the perfect prediction problem is essential in order to reduce systematically error.

5.0 Enhancement On Imputation Methods:

Since imputation had been the method of choice for replacing the missing values in various fields of research, a lot of studies had been conducted to explore the best method of all. It is hard to choose specifically one method that suits missing observations of all fields of research because of the good replacement method depend on the missing data pattern and mechanism for each data [21]. Nevertheless, the research on creating new method or enhancing the established methods needs to be done so that analysts had the reliable data for analysis. As explained above, single or multiple imputations had their own tales of advantages and drawbacks. In this section, the reviews on enhancement of these two techniques were revealed.

Although single imputation methods were known to cause moderate to serious bias in large amount of missing data, the simplicity and ease on adoption of single imputation methods had made this method a method of choice. Hence, Alireza et al., had done comprehensive review on the representative imputation techniques including single imputation methods (hot deck and Naïve-Bayes) and four multiple imputation models to develop a unified framework supporting a host of imputation methods. The framework consists of 3 modules that are i) mean pre-imputation; ii) application of confidence intervals and iii) boosting. Combining the proposed framework with hot deck and Naïve-Bayes methods did implementation of the framework. The results proved that by implementing the proposed framework with the low quality single imputation method had increased the imputation accuracy comparably to some other advanced imputation techniques. It is also demonstrated, both theoretically and experimentally, that the application of the proposed framework leads to a
linear computational complexity and hence, does not change the asymptotic complexity of associated imputation method.

A new single imputation method i.e., site-dependant effect method (SDEM) for environmental pollution data sets was proposed by Plaia and Bondi [26]. The proposed method was compared to other common single imputation technique (hour mean method, row mean method and last and next method) and a multivariate model-based multiple imputation method (MI). The results show that the performances of the proposed method were greater than other single imputation techniques and MI independently on the gap length and on the number if stations with missing data.

As for multiple imputations, most of the researches in health, environment and mining fields were fairly agreed that it is a superior method. Besides adoption of multiple imputations from Rubin, Verboven et al. [36] proposed a new method for gene expression data that can be embedded in a multiple imputation. The single imputation methods once adopted to the gene expression data caused inaccurate results since some of them used limited set of genes to estimate the missing values whereas other utilize consumed long computational time. Other replacing methods are i) searching for the closest values for the incomplete data; and ii) iterative approach in which the missing data are estimated iteratively until satisfied convergence criterion. The performance of the newly proposed method namely SEQ impute was compared to KNN impute (K-nearest neighbour), SKNN impute (Sequential K-nearest neighbour), IA impute (iterative algorithm) and BPCA (Bayesian Principle Component Analysis). As the result, the proposed method is shown to be superior in terms of accuracy and computation speed.

For the time being, multiple imputations are the favourable method because of the accountability of covering the uncertainty surrounding the real data or in the simpler words, it reduces bias between observed and unobserved data. Furthermore, the availability of multiple imputations application for filling the missing values in statistical packages increases the favourability of this method. In the next section, several types of software were discussed to offer information on selecting the most appropriate package for the analysis.

6.0 Types Of Imputation Software:

Over the last three decades, there has been extensive progress in developing software to handle missing data. The needs of reliable complete datasets had been justified for the basis of this progress. Several types of software are able to estimate missing values in datasets. In this sub-section, five software will be briefly described that are; i) SPSS: MVA; ii) SOLAS: MDA; iii) Stata: ICE; iv) SAS: MI; and v) NORM and related programs.

Missing Values Analysis (MVA) is an optional module for SPSS. Varieties of methods are offered including complete case analysis (list wise deletion method), missing-indicator method (pair wise method) and multiple imputation method (EM algorithm and multiple linear regressions). According to Hippel [13], none of these four methods is completely satisfactory when the missing data mechanism is MAR. List wise and pair wise are well known to be biased. For the regression imputation, the regression parameters are noticed to be biased because the derivations are using pair wise deletion. The last method, expectation maximization (EM) produces asymptotically unbiased estimates but the application is limited to point estimates of means, variances and covariance (without standard errors). MVA can also fill in the values using the EM algorithm, but values are imputed without residual variation, so analyses that use the imputed values can be biased.

Secondly, Statistical Solution (SOLAS) for Missing Data Analysis (MDA) was referred as an easy and validated application of imputing missing values. SOLAS-MDA offers 6 different imputation techniques principled approaches to analysed data with missing values. Types of available imputation methods in SOLAS are single imputations methods (hot deck, predicted mean using regression, last value carried forward and group mean) and multiple imputation methods (non parametric approach based on propensity scores and approximate Bayesian bootstrap). Allison [1] reported that multiple imputations using a propensity score classifier with the approximate Bayesian bootstrap (SOLAS-MDA) produces badly biased estimates of the regression coefficients when the missing data mechanism was MAR or MCAR. In this study, the algorithm was compared with a quite different method for generating multiple imputations, described by Schafer [32] and embodied in NORM, his free software for Windows. The results indicate that a regression-based method employing the data augmentation algorithm (NORM) produces estimates with little or no bias compared to SOLAS-MDA.

Royston [28] created the application of multiple imputations of missing values in Data analysis and statistical software (Stata). Then in 2005, Royston introduced an update to this application that is imputation with chained equations. This function provides single and multiple imputations using a model based approach based on chained regression equations. The user had a choice of selections for a regression model based on the level of measurement of the variables. A supplied program namely MICOMBINE allows rolling up the estimates from multiple imputed data sets for many types of regression-based methods.

Statistical Analysis System (SAS) Release 8.2 (Chapter 9) embedded the experimental procedure of imputing missing values via single imputation and multiple imputations methods. For data sets with monotone missing patterns, either a parametric regression method (Rubin 1987) that assumes multivariate normality or a
nonparametric method that uses propensity scores is appropriate. For data sets with arbitrary missing patterns, a
Markov Chain Monte Carlo (MCMC) method [32] that assumes multivariate normality is used to impute all
missing values or just enough missing values to make the imputed data sets have monotone missing patterns.
The users have the relieved of selectivity on a number of options regarding the details of the imputation process
and the program can produce a lot of diagnostics information to assess the satisfactoriness of the imputations for
the data. This experimental package also includes the option to produce an EM for single-imputed dataset. On
the other hand, this implementation is differing from the SPSS-MVA (for EM algorithm) since it does properly
include error estimation in the imputed values.

The last but not least software described here is NORM and related programs. Schaefer and his group from
Department of Statistics, The Pennsylvania State University, created these set of programs. The set of programs
consist of NORM (Multiple imputations of multivariate continuous data under a normal model), CAT (Multiple
imputations of multivariate categorical data under log linear models), MIX (Multiple imputation of mixed
continuous and categorical data under the general location model) and PAN (Multiple imputation of panel data
or clustered data under a multivariate linear mixed-effects model). They are written for use in S-Plus but there is
a version of NORM that can be run in Windows. John Graham has developed a set of utilities to facilitate the
use of NORM in SAS and SPSS. Most of the imputation models used in NORM and related programs are
similar to those in PROCMI function in SAS. Darmawan [31] in his article on reviewing NORM software
suggested that this software is user-friendly and capable on dealing the data sets with high percentage of
incomplete cases. Table 1 shows the summarization of methods in various software packages.

Table 1: Methods in common statistical packages for missing values.

<table>
<thead>
<tr>
<th>SOFTWARE</th>
<th>SINGLE IMPUTATION</th>
<th>MULTIPLE IMPUTATION</th>
<th>COMPLETE CASE ANALYSIS</th>
<th>INDICATOR METHOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPSS – MVA (Missing Value Analysis)</td>
<td>-</td>
<td>EM algorithm</td>
<td>List wise</td>
<td>Pairwise</td>
</tr>
<tr>
<td>SOLAS – MDA (Missing Data Analysis)</td>
<td>Hot Deck</td>
<td>Predictive model based</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Predicted mean</td>
<td>Propensity score based</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Last value carried Forward (LVCF)</td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Group mean</td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Stata: ICE (Imputation with Chained Equations)</td>
<td>Model based approach using chained equation</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SAS: MI (Multiple Imputation)</td>
<td>-</td>
<td>Parametric regression method by Rubin (1987)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nonparametric method</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Markov chain Monte Carlo (MCMC) by Schafer (1997)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>S-Plus: NORM SAS: NORM SPSS: NORM Windows: NORM</td>
<td>-</td>
<td>Model based multiple imputation</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Conclusions:

Imputation methods had been the method of choice for replacing missing data in broad areas of research. Imputation methods namely single and multiple imputations had certain criteria to be fulfilled before adoption. In order to understand the philosophy of imputation, the missing mechanisms were firstly described. Single imputation, usually simple statistical method, works very well in missing-completely-at-random (MCAR) data set. Adoption of single imputation method to the missing-at-random (MAR) data will cause serious bias since the reflection of uncertainty is not covered. Multiple imputations were recognized as the best method for MAR data set. Although the superiority of multiple imputations was known, the adoption of these imputations indulged thorough understanding on the algorithms especially in designing a suitable method to conduct the imputations. The reviews on assessment of available imputation software were also presented to compare the practicality of the software.
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