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ABSTRACT
This paper introduces the fuzzy logic approach for mobile robot in intelligent space. There are three major algorithms involved.
They are object classification, object tracking and obstacle avoidance. The inputs are received from cameras which are mounted
on a ceiling. The main idea of the object classification is to classify objects into three categories depending upon their colors; the
categories are mobile robot, destination and obstacle position. These categories are represented by X symbol with different colors.
This system is to “teach” and “train” the mobile robot proceeding to destination without hitting the obstacle. The mobile robot is
autonomous; that means, it could be pursuing to the target position automatically without user guidance. In this project, fuzzy logic
is used to guide the mobile robot direction until it reaches the target position. This system is generated in real-time and suitable
for indoor environment applications. One of the advantages of this project is that it only uses, a camera and image processing
generated by the algorithms itself without additional sensor such as sonar or IR sensor.
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1.0 INTRODUCTION
This project introduces how to “train” an autonomous mobile robot going to the target destination without being user guided.
The input image is captured using a single camera to store the image processing load. The different threshold value based on
the hue saturated color value will be applied. The idea to use the two time threshold which is in saturation area and in hue
saturated area. The set-up consists a mobile robot, destination and obstacles whose locations are determined using center of
area as a reference. For estimating the actual object location, camera is fixed to a ceiling and the camera needs to be set. The
camera setting includes the length between the camera to area envelope and the camera focus.

This research provides some facilities for acquiring images directly from a camera. This capability can skip the steps
involved in using two separate programs which is first to control the acquisition and second for data analysis. As an initial step
during the implementation process, there are several algorithms involved for driving the mobile robot. The algorithms are
object classification, object tracking and obstacle avoidance algorithms. The details about the algorithms will be discussed
later.

After almost 40 years of research, computer vision is still an open area. Clearly then, the complete solution to this problem
in a general environment is still a long way off, and so the particular solution derived from this work will be for a very
constrained environment. Nonetheless, it will be another step towards the ultimate goal of comprehensive robot vision of the
kind that presently exists only in the realm of science fiction

2.0 LITERATURE REVIEW
Robots in science fiction have exhibited considerable visual acuity and high-level reasoning. For instance, the android
played by Robin Williams in the movie The Bi-Centennial Man was capable of human-like behavior and developed skills in
sculpting and woodwork that require extremely good vision as well as perceptual understanding. The current state of the art is
far less impressive than these fictional robots.

Intelligent Space (iSpace) has been active since 1996 and expending with more and more functions. The concept of iSpace
is not limited to a local space [1] but can be extended to a virtual space around the word and beyond. For example when we say
“tea”, the voice recognition in iSpace will send a command to the center controller where it computes and processes any
necessary procedures to send a mobile robot to bring a cup of tea. Another iSpace concept is related also for example an
intelligent environment was proposed a few years ago to be used in the control automation area, for intelligent navigation
and intelligent manufacturing to enhance efficiency.

There are many different methods employed in mobile robotics for navigation. Some researchers have their own
techniques to construct the navigation system. The navigation system includes how to ovoid the obstacle, classify and tracking
the objects. To implement objects classification algorithms many researchers they are base on color histogram [2], motion
detection [3] and template matching [4]. Color histogram is based on grey histogram value level means every color has their
own grey value so that the classification process is according to that value. The most straightforward approach to motion
detection is image subtraction. For example each frame C in the sequence was subtracted from the reference frame R such as
an image of the empty court, yielding the difference image D where R, G and B denote the red, green and blue components
of the current frame and the reference frame as:

\[ D = |R_r - R_c| + |G_r - G_c| + |B_r - B_c| \]  \hspace{1cm} (1)

In template matching process a “templates” have be defined first in 2D functions which extract the very basic appearance
of the objects. The “templates” take over the weakness of
feature set when a shape of objects varies over time and image resolution is low. Majority of researchers [2,5] use color to classify the objects because it is more practical to compare motion or template matching. The reason is there no need for other information like sensors or to train the “templates” for matching process.

Normally to avoid an obstacle the mobile robot or robot need “additional outside information” such as sensors [5, 6, 7]. Some researchers apply genetic algorithms (GA) [8] and chain rule [6] to avoid the obstacle. The GA is based on the mechanics of natural selection and genetic process of biological organisms. The result of GA is search algorithm with innovative flair of human search. The chain codes are used to represent a boundary by connected sequence of straight-line segments of specified length and direction. Typically, the chain codes representation is based on 4 or 8 connectivity of the segments. The direction of each segment is coded by using a numbering such as shown in Figure 1. Chain rule is base on two different ways of computing perimeters. The value of perimeters is the actual boundary pixels of the object. The value of outside perimeter is actually required of the mobile robot to move to boundary pixels that have been traverse before.

Figure 1 : Chain code directions

Fuzzy logic is a medium for making decision for the robot where the robot should going next. The inputs are usually taken by additional outside information such as sensors [9, 10]. Fuzzy logic rule normally can be constructed either 5 inputs and 25 outputs or 3 inputs and 9 outputs depend on theirs inputs. In previous researcher many of them applied 5 input and 25 output [5, 11]. In this research, the fuzzy logic inputs are not from sensors but come from classification and tracking algorithms process in terms of angles which are back-front and in-front mobile robot angles.

Majority of research concentrate on the intelligence part, that means what robots can do. The intelligence part [12] included in manufacturing plants, an automatic fork lift can be moved around to convey parts from one point to another point is included in the host computer, mobile robot, communication module and vision system. In hospitals, a service robot can help to bring food and medicine to patients; or even at homes, we can have a robot to serve a cup of coffee, clean the floor, or even take care of the grass in our garden.

3.0 INTELLIGENT SPACE ROBOT SYSTEM

Intelligent Space (iSpace) is a space such as a room, corridor or street which has distributed sensor, controllers, and actuators that are capable of providing intelligent services. In order to make industrial processes highly efficient, iSpace fuses global information within the space of interest to effectively and efficiently make intelligent space operation decisions such as how to move a mobile robot from one location to the other. In iSpace, the mobile robot required to move one location to the other without colliding with the obstacle.

In the iSpace system, the autonomous mobile robot pursues to the targeted destinations without user guidance. The system in this project operates based on color image from a two static camera which installed on the top of workspace (iSpace) area. Currently the mobile robot only moves within the workspace area as determined by fuzzy logic rules. In the previous research [9,10] of iSpace the mobile robot system mostly used sensors to avoid the obstacle, the scheme which works reliably in indoor and outdoor environments. The different approach in the present work is to replace the sensor; instead the use of the camera and the mobile robot system is fully generated by algorithms inside the systems.

The system that is designed for the iSpace application can control the mobile robot from a control unit room. The user can monitor the mobile robot activities such as position or location without going to the real workspace area. The iSpace system involves software for image acquisition, object classification, object tracking and obstacle avoidance. It also needs various additional hardware which includes mobile robot platform and communication device between mobile robot platform and host computer. Figure 2 shows the organisation for an intelligent mobile robot in the iSpace system. The intelligence part [12], for example, in manufacturing plants, an automatic fork lift can be moved around to convey parts from one point to another point is included in the host computer, mobile robot, communication module and vision system.

3.0 ALGORITHMS DEVELOPMENT

The overview of our real time object classification, object tracking and obstacle avoidance algorithms is shown in Figure 3. The proposed algorithms are able to detect and classify objects into different groups such as destinations, obstacle and mobile robot; able to track object’s position and generate trajectory information even in moveable objects cases.
Figure 3: The system block diagram

3.1 OBJECT CLASSIFICATION ALGORITHM

The main idea in classification algorithm is to classify the objects into the sufficient number of classes [3, 13] It is very important to recognise the type of a detected object in order to track it reliably in order to analyse its activities correctly. The initial color models of the new objects are also obtained in the object classification. This color based on the gray histograms value of the objects. The gray histograms of the objects are used for the appearance based identification of the gray value.

The local color models are produced from the saturated hue values which have been collected after the object classification process started. Saturated hue value has been compensated the weakness [2] of saturation value to determine the colors in the image sequence. This is because by using saturation value, the different colors with the same range of the saturation are difficult to determine. Depending on this situation, we need two components to determine the colors. Figure 4 shows the illustration of saturation and hue value. In the illustration, the saturation for both the blue and green colors is the same is around 240 but the hue and luminosity are different.

3.2 OBJECT TRACKING ALGORITHMS

The tracking process works for tracking of the object region recognised in the object classification process. Tracking process receives the local color models, initial location and area of objects from the object classification process. Local color models are for objects tracking and objects segmentation under the occlusion in one camera image [2].

The aim of object tracking is to establish a correspondence between objects or object parts [14] in consecutive frames and to extract the temporal information about objects such as trajectory, posture, speed and direction. In this case, the focus is on the direction and position of the objects. Tracking algorithm is to detect objects frame by frame and compares the objects image position [13] between them based on local color models.

In this algorithm the mobile robot, destinations and obstacle will be tracked.

3.3 OBSTACLE AVOIDANCE ALGORITHMS

The aim of the obstacle avoidance [7] is to give information to the mobile robot either in front of it there exists an obstacle or not. Region of interest (ROI) is used as a guidance to determine the obstacle. The object which is detected by the camera inside their boundary is considered as the mobile obstacle. The way to avoid the obstacle is to adopt the fuzzy logic rule to design the environment recognition and collision avoidance for the mobile robot. Figure 5 shows how to determine the obstacle.

A simple approach to obstacle avoidance was taken, based on the regions boundary (ROI) that when the mobile robot will completely inside that region. Some assumptions was make in the region of interest (ROI) in order to make avoidance is completely done by setting the actual boundary 4 pixels larger from the real size. The description of obstacle avoidance points is shown in the Figures 6 (a) and (b). The mobile robot will turn around and move around the obstacle [15] in the other direction towards to the avoidance points. Clearly, the avoidance points...
will be determined by the obstacle regions boundary. For example if the mobile robot is moving to the destination from left to right as shown in Figure 6 (a) currently the mobile robot position in region II, the avoidance points to colliding the obstacle is A. The mobile robot should be move to the point A guided by fuzzy logic rule. Figure 6 (b) shows if the mobile robot is moving to the destination from right to left.

Figure 6 (a) : The description of obstacle avoidance from left
Figure 6 (b) : The description of obstacle avoidance from right

4.0 FUZZY LOGIC APPROACH

Fuzzy sets and systems constitute one of the most fundamental and influential computational intelligence tools [9]. The success of Fuzzy Logic Control (FLC) is owed in a large part to the technological [16] ability to convert qualitative linguistic description into complex mathematical functions and the ability to ideal with various situations without analytical model of the environment.

The uncertainty of each movement of the mobile robot is decided by the fuzzy logic system with two inputs and one output. The two inputs and one output are for the in-front (θs) and back-front (θr) angles and the output is the mobile robot movement decision. The output of the mobile robot represented into three types. The types are turn right (R), turn left (L) and forward (F).

The angle (θ) can be obtained from a function arctan2 [17] as given in Equation (2), between the mobile robot and destination coordinates in terms of column(Y) and row (X).

\[
θ = \text{arctan2} \ (Y, X) \quad (2)
\]

Both of the angles θs and θr should be compared with θref (initial back-front mobile robot angle) to get the condition of angles θs and θr which is large, equal or small. This condition will decide robot movement according to the Table 1. The description of angles θs and θr shows in Figure 8. Figure 9 shows how to figure out in-front and back-front point at the mobile robot.

Figure 7 : Angle determination
Figure 8 : The diagram of angles θs and θr
Figure 9 : In-front and back-front point descriptions

| Table 1 : The fuzzy logic rule for mobile robot movement |
|-------------|----------------|----------|
| θs          | 0s             |          |
| Large       | R              | R        | L        |
| Equal       | R              | F        | L        |
| Small       | R              | L        | L        |

where:

R = Turn Right
F = Forward
L = Turn Left
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\[ d_e = \sqrt{dx^2 + dy^2} \quad (3) \]

\[ \theta_e = \theta_d - \theta_r \quad (4) \]

The mobile robot rotates only at angular speed in the condition that there is no linear speed. To rotate the mobile robot, the direction between right motor (VR) and left motor (VL) should be in the opposite directing, so according to Equations (5) and (6) [21], the calculations are the same as follows, depending on the distance gained (Kd) and angle gained (Ka):

\[ VL = Kd \times d_e - (Ka \times \theta_e) \quad (5) \]

\[ VR = Kd \times d_e + (Ka \times \theta_e) \quad (6) \]

The distance gained (Kd) and angle gained (Ka) is set around 0 to 1.0. If the gained were set close to 1.0 the speed of motor rotation going fast otherwise going slow when the gained were set close to 0. No matter what the rotation of right motor (VR) and the rotation of left motor (VL) would be, the movement of mobile robot should be follow the rules as:

Rule 1; IF \( \theta_s \) is Large and \( \theta_r \) is Large, Then direction is \( R \) \quad (7)

Rule 2; IF \( \theta_s \) is Large and \( \theta_r \) is Equal, Then direction is \( R \) \quad (8)

Rule 3; IF \( \theta_s \) is Large and \( \theta_r \) is Small, Then direction is \( R \) \quad (9)

Rule 4; IF \( \theta_s \) is Equal and \( \theta_r \) is Large, Then direction is \( R \) \quad (10)

Rule 5; IF \( \theta_s \) is Equal and \( \theta_r \) is Equal, Then direction is \( F \) \quad (11)

Rule 6; IF \( \theta_s \) is Equal and \( \theta_r \) is Small, Then direction is \( R \) \quad (12)

Rule 7; IF \( \theta_s \) is Small and \( \theta_r \) is Large, Then direction is \( L \) \quad (13)

![Figure 10: Parameter of robot description](image)

![Figure 11: Mobile robot activities screen layout](image)
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5.0 RESULT OF EXPERIMENT

The experiment was conducted by using all the methods and approaches consisting of mobile robot, destinations and obstacle coordinated in enclosed 1 x 2 meter square area. Two cameras took the input images but only one camera is activated at any one time. The system needs two cameras because the workspaces area should be increase while the mobile robot has more destinations to reach it. The camera resolution will be increased using two cameras by adding both cameras resolutions. The mobile robot, destinations and an obstacle were placed in the workspace area. By the time being only one obstacle is involved in this system. In each experiment, the user could monitor the activity the robot in control room. The details of the mobile robot activity on screen layout is shown in Figure 11.

During the experiment, the destinations are represented in red, obstacle in green and in-front and back-front of mobile robot in blue and pink color represented by X symbols. The X symbol in yellow color is the mobile robot target destination to be reached. The other destinations are represented by X symbol in red color until the first target is achieved. The destination could be static or dynamic (moveable) and has been selected by the user. In this system, the overall data processing such as the objects coordinate are display at Figure 11.

Here the focus is on 2-D environment where the positions of objects are represented in row and column (x, y). The 2-D environment is more suitable because the cameras are mounted at their own stand camera and the images are taken from the cameras with one view called the top view. From the top view, consider that, the Z-axis is zero and the X and Y-axis are the position of the objects. The system only needs the position of the objects in the 2-D environment enough for it to get them.

In order to test the object classification algorithm first we created a local color models on the grey histograms value of the objects. Local color models were produced from the saturated hue values which have been collected during object classification process. The detail about the classification process is shows in Figure 12.

During the obstacle avoidance challenges, a mobile robot has to move as quickly as possible from one destination to the other without hitting the obstacle. Some assumptions was make in the region of interest (ROI) in order to make avoidance is completely done by setting the actual obstacle boundary 4 pixels larger from the real size. By setting the obstacle boundary, the mobile robot has enough space to pursue to the avoidance points without touching the obstacle. Figure 13 shows how the mobile robot avoids the obstacle.

6.0 CONCLUSION

Based on the results in mobile robot activities screen layout at Figure 12, the fuzzy logic approach for controlling a mobile robot in intelligent space were presented. The system comprises
of three algorithms they are object classification, object tracking and obstacle avoidance. The goal of this project is to “teach” and “train” the mobile robot pursuing to the destinations where the destination are represents in ball with different colors without colliding with any obstacle. The intelligent part of this system is that the system can detected and track the objects either in static or dynamic (moveable). Besides, all the positions are displayed on the monitor screen in a control unit room with different colors by X symbols.

The system is totally based on a vision system with two cameras which replace need for sensors. Without sensors the system still can detect or identify the obstacle by using cameras. Besides that, the cameras also can identify and classify the objects in terms of objects area on local color models.
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