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ABSTRACT

Users commonly provide feedback on certain applications. Users can provide either positive,
negative or neutral reviews. To determine whether the reviews are positive, negative or neutral,
this study use sentiment analysis through various methods of text mining and materials. In this
study, a sentiment analysis application for TikTok analysis was conducted using RapidMiner.
This project is conducted based on three issues from TikTok which are account review, sound
review and video review. These issues are analyzed using Decision Tree, Naive Bayes and k-NN.
RapidMiner is used throughout the process to ensure that the data is accurately performed. Then,
the result is gathered by checking the accuracy of data based on the three methods. To analyze
the data and obtain an exact performance of the outcome, the process of visualization and
modelling is required. The analysis of the reviews from the users shows that majority reviews
were positive compared to the negative and neutral reviews especially on video issue.
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1 INTRODUCTION

TikTok is a short-form video hosting website owned by the Chinese company ByteDance. TikTok is
known as Douyin in China. It hosts various user videos from many genres such as stunts, pranks,
tricks, dance, entertainment, and jokes [1], [2] with a video length of 15 seconds to 10 minutes [3],
[4]. TikTok was initially made available on i0S and Android in 2017 outside of the Chinese mainland.
It became available worldwide when it merged with Musically on 2 August 2018. Malaysia's
population is currently estimated to be around 33 million people [5] and as expected demand on
social media is expanding especially when the pandemic struck in our country. When the movement
control order is executed, everyone is just at their home without going anywhere so they are enjoying
their life with social media including TikTok. TikTok is one of the social media platforms that has
been growing rapidly over the past few years, and its popularity has only recently peaked as a result
of the global pandemic. Through variety of video contents in TikTok, including dances, trends and
challenges, most people have used this platform to express themselves creatively and connect with
people around the world. It takes a short time to build up a large TikTok community, especially in
difficult times like these to deal with grief or hardship that many people are going through. When
there is a fast-growing community, there are also those with influence within those communities,
especially when it comes to content creators on social media [6].
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Therefore, this study is mainly to identify the user’s opinions or reviews of TikTok applications.
Sentiment analysis is used to identify the reviews about account, video and sound. In order to make
this study happened, the data about account, video and sound reviews are needed. These data were
obtained from Kaggle website. The methodology that has been used is Decision Tree, Naive Bayes
and K-Nearest Neighbor(k-NN). The result of this study will be shown by using RapidMiner.

2 LITERATURE REVIEW

Opinion mining is a type of computer research that aims to recognize and reflect sentiment,
evaluation, behavior, emotion, subjectivity, assessment, or viewpoint in a current text [7]. The
practice of investigating the options of text on a certain object is known as sentiment analysis. This
research is carried out to discover whether a person's predisposition toward TikTok is positive,
neutral, or negative. Sentiment analysis is also one of the Natural Language Processing (NLP) fields,
dedicated to the exploration of subjective feelings or opinions collected from various sources about
a specific subject. When mentioning NLP or being involved in Machine Language (ML), it has
supervised and unsupervised ML. In supervised ML, a set of text documents are annotated or tagged
with examples of what the machine could look for and how it should interpret the aspect [8]. These
documents are used to train and build a statistical model that capable to analyze the given un-tagged
text. Meanwhile, unsupervised ML includes training a model without annotating or pre-tagging. Some
of these methods are simple to comprehend.

Researchers have noticed the scientific studies and potential applications of sentiment analysis and
they have predicted an upcoming trend of applying it to TikTok. As TikTok sentiment analysis has
gained popularity in recent years, Decision Tree, K-NN and Naive Bayes models have been applied
and used in sentiment analysis. K-NN is the simplest machine learning algorithm. It is based on the
principle that the samples that are similar, generally lie in close vicinity [9]. It is an instance-based
learning method and also called lazy-learning algorithms that require less computation time during
the training phase than eager learning algorithms [10]. Naive Bayes is a simple Statistical Bayesian
Classifier and it is based on Bayesian Theorem [11]. It is known as naive because it makes the
assumption that all factors influence classification and are associated with one another. It is used for
high input dimensions [12]. Meanwhile, Decision Tree algorithm is a data mining induction technique
that recursively partitions a dataset of records using breadth-first approach or depth-first greedy
approach until all the data items belong to a specific class. A decision tree structure consists of root,
internal and leaf nodes. It is a flow chart like tree structure, where every internal node represents a
test condition on an attribute, each leaf node (or terminal node) is assigned with a class label, and
each branch denotes result of the test condition [10].

The three algorithms which are Decision Tree, Naive Bayes and K-NN are chosen as the methodology
to compare which algorithms provide the best result because they are the most popular classification
methods and they are not in the same group so the comparison can be done. Naive Bayes and K-NN
are both examples of supervised learning. Because Naive Bayes is a linear classifier, it frequently
performs more quickly when used with big data.

Many researchers have conducted studies on the TikTok application. For an example, Zeng et al. [13]
proposed the perspectives on TikTok and its legacy applications. They briefly reviewed why TikTok
is successful and managed to catch many eyes of people in the entire world. But, in order to be a
successful application, TikTok also has a bumpy road ahead. That is the reason why not all of the
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reviews are positive for the TikTok application. They still have negative and neutral reviews. The
worldwide lockdowns during the COVID-19 outbreak in 2020 further sparked the enormous growth
and variety of TikTok's user groups. Based on the trend, many users downloaded TikTok in the early
stage of the global crisis. TikTok was able to attract older audiences and adults from all professions
to the platform during the epidemic by positioning itself as a key source for both entertainment and
learning resources.

Therefore, this study proposes to create a classification model to identify the best accuracy of the
account review, sound review and video review using the three methods which are Decision Tree,
Naive Bayes and k-NN.

3 METHODOLOGY

This study uses RapidMiner Studio to analyze the data such as structured and unstructured data.
RapidMiner provides data mining and machine learning procedures including data preprocessing
and visualization, data loading and transformation (ETL), predictive analytics and statistical
modelling, evaluation, and deployment. It is written in the Java programming Language. The purpose
of this study is to identify the review of the TikTok application based on three issues which are review
on the user account, review on the video and lastly is review on the sound which has positive, neutral
or negative feedback. Data from Kaggle was collected where 6736 data for video review, 3083 data
for sound review, and 6996 data for account review. This study applies Decision Tree model, Naive
Bayes model and k-NN model to analyze the sentiment of the review from the users.

3.1 Data Preparation

After getting the review of the TikTok dataset, this study then removes unwanted data for the three
issues. Figure 1 shows the “Select Attributes” operator that is used to choose which attributes will
appear on the output. This will obviously help the data to be well organized. This study chooses
‘review_text’ attributes to analyze the sentiment.

Read CSV (2) t Att t Extract Sentiment (2) Write CSV (2)
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on}) o con on | fil '

con

Figure 1: Processing the Data

After that, this study uses “Extract Sentiment” to create a sentiment ‘Score’ attribute. Then “Write
CSV” is used to save the clean data into CSV.

3.2 Data Modelling
Modelling is the stage of final sub-process data from preparation results to obtain required

information as shown in Figure 2. This study applies the same operator before starting the modelling
process using a different model. Firstly, retrieve data and then use the “Set Role” operator to set the
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‘Score’ attribute as the ‘special attribute’. Next is the “Nominal to Text” operator which convert all the
nominal attributes to string attributes. After that “Process Document from Data” is used and in the
operator contains “Tokenize”. Tokenization is a pre-processing method that splits text streams into
tokens, which can be words, symbols, phrases, or other significant elements. Tokenization is mostly
used to recognize significant keywords. “Transform Cases” operator changes all characters in a
document to lowercase or uppercase, depending on the case. Transform case is to eliminate
confusion between comparable terms that are different in uppercase or lowercase and “Filter
Stopwords (English)” operator filters English stopwords from a document by eliminating every token
which equals a stopword from the built-in stopword list. Figure 2 shows all the elements used in the
“Process Document from Data”.

Retrieve account re... Set Role (2) Nominal to Text (2) Process Documents... Cross Validation (2)
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Figure 2: Process

After that, this study uses the “Cross Validation” operator to use the three models. Next is “Read
Excel” and connect it to the second “Process Document” before “Apply Model”.

€) Process » Process Documents from Da... » P ¥ B e W E

Tokenize (2) Transform Cases (2) Filter Stopwords (En...

] doc doc | doc doo | ({ doc doc

Figure 3: Process Document from Data
3.2.1 Decision Tree Model
A decision tree is a tree-like collection of nodes that is uses to make a decision on values affiliation to

a class or an estimate of a numerical target value [14]. Figure 4 displays the classification diagram for
decision tree while Figure 5 displays tree structure.
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Figure 4: Classification Diagram
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Figure 5: Tree Structure

3.2.2 Naive Bayes

Naive Bayes is a low-variance and high-bias classifier. It can create a good model even with a small
dataset [15]. It is computationally inexpensive and simple to use. Common use cases include text

categorization such as sentiment analysis, recommender systems, and spam detection. Simple
distribution of Naive Bayes is illustrated in Figure 6.
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SimpleDistribution

Distribution model for label attribute score
Class positive (0.937)
6655 distributions

Class neutral (0.023)

6655 distributions

Class negative (0.040)
€655 distributions

Figure 6: Simple Distribution of Naive Bayes
3.2.3 K-NN

K-NN is a supervised ML algorithm that is simple and easy-to-implement. It is commonly used to
solve problems related to regression and classification [16]. Figure 7 depicts the k-NN classification.

KNNClassification

Weighted 5-Nearest Neighbour model for classification.

The model contains 5389 examples with 6655 dimensions of the following classes:
positive
neutral
negative

Figure 7: KNN Classification
3.3 Applying the Model

After that, this study needs to predict the accuracy of the dataset. Here, operators such as “Decision
Tree”, “k-NN”, “Naive Bayes” and “Apply Model” are used. After run the process as shown in Figure 8,
‘score’ is the original and ‘prediction’ is the prediction of the score. The confidence column shows the
precision value of each of the predictions.
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score icti aaaa aall aam aap
positive positive 0938 0.022 0.040 0 0 0 0
positive positive 09338 0.022 0.040 0 0 0 0
positive positive 0.938 0.022 0.040 0 0 0 0
positive positive 0.938 0.022 0.040 0 0 0 0
positive positive 0938 0.022 0.040 0 0 0 0
positive positive 0.938 0.022 0.040 0 0 0 0
positive positive 0.938 0.022 0.040 0 0 0 0
positive positive 0.938 0.022 0.040 0 0 0 0
positive positive 0.938 0.022 0.040 0 0 0 0
positive positive 0938 0.022 0.040 0 0 0 0
positive positive 0.938 0.022 0.040 0 0 0 0
positive positive 0.938 0.022 0.040 0 0 0 0
positive positive 0.938 0.022 0.040 0 0 0 0
positive positive 0938 0.022 0.040 0 0 0 0
positive positive 0.938 0.022 0.040 0 0 0 0
positive positive 0.938 0.022 0.040 0 0 0 0
positive positive 0.938 0.022 0.040 0 0 0 0

Figure 8: Prediction Analysis

Training and Validation

aapp

For training and validation, this study used cross-validation [17] operators. When the cross-
validation operators were double clicked, there were 2 processes involves which were training and
testing as shown in Figure 9, 10 and 11. For training, the “Decision Tree” operators were used while
for testing, this study used the “Apply Model” and “Performance” operators. The number of folds used
in this process was 10 which means that the datasets were divided into 10 parts. Only one part was
used in the testing process and the rest of it was used for the training process.
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Figure 9: Cross Validation for Decision Tree
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Figure 10: Cross Validation for Naive Bayes
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Figure 11: Cross Validation for k-NN
3.4 Evaluation

Evaluation is done to identify the accuracy of the three models. By using the same operators from the
previous step and adding the “Performance” operator, it will show the accuracy. Nevertheless, the
obtained result is not the final result as it only gives the output of the given dataset for testing. So, a
validation process is required for an unknown dataset and to identify the actual accuracy for the
models.

4 RESULTS AND DISCUSSION

From the result, we identify the user’s opinions or reviews of TikTok applications. Sentiment analysis
is used to identify the reviews about account, video and sound. From the different classification that
has been applied, the accuracy result differs on RapidMiner and it generates the output as shown in
Table 1. Thus, this study concludes that for all three issues, the highest accuracy is using Decision
Tree model which is for video review, the accuracy is 93.71% and +0.16% standard deviation, for
account review, the accuracy is 88.16% and +0.13% standard deviation and the last issue which is
sound review has the accuracy 89.94 and #0.41% standard deviation. The most important when
evaluating a model is, the smaller standard deviation value, the more stable the model. When the
higher accuracy and precision, the more stable the model and it is good as it will produce a smaller
range of best and worst cases. In addition, this study needs to consider the quality of the prediction.
Last but not least, this study needs to make a decision on how to proceed with the obtained results.
Based on the calculation of data mining, the Decision Tree model is the most stable since it has higher
accuracy and lower standard deviation.
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Table 1: Visualization Accuracy for Each Review

ISSUE MODEL STANDARD DEVIATION ACCURACY
ACCOUNT Decision Tree +0.13% 88.16%
k-NN +0.69% 87.78%
Naive Bayes +1.62% 61.52%
SOUND Decision Tree +0.41% 89.94%
k-NN +1.25% 89.23%
Naive Bayes +2.31% 76.42%
VIDEO Decision Tree +0.10% 93.71%
k-NN +0.16% 93.60%
Naive Bayes +1.47% 67.04%

Table 2 displays the accuracy of Video Review using Decision Tree. The accuracy which includes
reviews that are positive, neutral, or negative, is shown in Table 2. There were 6315 total positive
reviews, 152 total neutral reviews, and 269 total negative reviews. It can be seen that 6312 predicted
positive reviews actually were positive, 0 expected neutral reviews actually were neutral, and 0
predicted negative reviews actually were negative. This study can learn about the percentage of
accurate predictions from the class precision column. The model was able to predict 99.95% for
positive reviews and 0.00% for neutral reviews from the class recall row. The predicted value for a
negative review was 0.00%.

Table 2: Accuracy for Decision Tree model of Video Review

accuracy:93.71%+/-0.10% (micro average:93.71%)

True positive True neutral True negative Class precision
pred.positive 6312 152 269 93.75%
pred.neutral 3 0 0 0.00%
pred.negative 0 0 0 0.00%
Class recall 99.95% 0.00% 0.00%

Table 3 displays the accuracy of Sound Review using Decision Tree. The accuracy which includes
reviews that are positive, neutral, or negative, is shown in Table 3. There were 2783 total positive
reviews, 170 total neutral reviews, and 130 total negative reviews. It can be seen that 2771 predicted
positive reviews actually were positive, 0 expected neutral reviews actually were neutral, and 2
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predicted negative reviews actually were negative. This study can learn about the percentage of
accurate predictions from the class precision column. The model was able to predict 99.57% for
positive reviews and 0.00% for neutral reviews from the class recall row. The predicted value for a
negative review was 1.54%.

Table 3: Accuracy model Decision Tree of Sound Review

accuracy:89.94%+/-0.41%(micro average:89.94%)

True positive True neutral True negative Class precision
pred.positive 2771 169 128 90.32%
pred.neutral 0 0 0 0.00%
pred.negative 12 1 2 13.33%
Class recall 99.57% 0.00% 1.54%

Table 4 displays the accuracy of Account Review using Decision Tree. The accuracy which includes
reviews that are positive, neutral, or negative, is shown in Table 4. There were 6171 total positive
reviews, 202 total neutral reviews, and 623 total negative reviews. It can be seen that 6168 predicted
positive reviews actually were positive, 0 expected neutral reviews actually were neutral, and 0
predicted negative reviews actually were negative. This study can learn about the percentage of
accurate predictions from the class precision column. The model was able to predict 99.95% for
positive reviews and 0.00% for neutral reviews from the class recall row. The predicted value for a
negative review was 0.00%.

Table 4: Accuracy model Decision Tree of Account Review

accuracy:88.16%+/-0.13%(micro average:88.16%)

True positive True neutral True negative Class precision
pred.positive 6168 202 623 88.20%
pred.neutral 3 0 0 0.00%
pred.negative 0 0 0 0.00%
Class recall 99.95% 0.00% 0.00%

Based on the Figure 12, it shows that a lot of people have a TikTok account and use it for daily fun.
For video review from users, the positive responses are 6315, 269 negative responses followed by
152 neutral. For account review, the positive responses are 6171, 623 negative responses and 202
neutral. While for sound review from users, the positive responses are 2783, 130 negative responses
followed by 170 neutral.
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Figure 12: Visualization Sentiment Analysis Sound, Video and Account Review (Horizontal Bars)

Since this study wants to find which users have the least problems with TikTok, so the precision of
the best model for each data needs to be considered. The class precision is the ratio of true positives
to all positives predicted. From the decision tree model, video review precision is 93.75%, account
review is 88.20% and sound review is 90.32%. It can conclude that most TikTok users do not have a
problem with the video of TikTok rather than accounts and sounds. In the recall class is the ratio of
true positives to all actual positives. By decision tree model, it shows that video and account review
give the same value of class recall which is 99.95% while class recall for sound review is 99.57%. By
naive bayes model, the class recall for video review is 64.35%, for account review is 69.88% and for
sound review is 81.03%. By k-NN model, the class recall for video review is 99.76%, for account
review is 98.23% and for sound review is 97.59%. In the nutshell, from all of the data collected, the
model decides most TikTok users do not have a lot of problem with the sound based on their positive
feedback for video on TikTok.
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5 CONCLUSION

The sentiment analysis research on TikTok reviews has been performed using RapidMiner. This
work involves text mining and predicting sentiment categories which are positive, negative and
neutral. The performance of three types of models namely k-NN, Decision Tree and Naive Bayes were
tested and compared for predicting sentiment task. Of all the issues analysed, video reviews got the
highest score for all the models used which is score the highest positive prediction. Based on the
results, this study concludes that the video-based TikTok application has a more positive effect on
giving pleasure to users. TikTok is a medium that people can use to express themselves, gain
followers and also build a community based on their interests. Meanwhile, the decision tree model
shows the best performance compared to naive bayes and k-NN for all the issues reviewed. In detail,
the decision tree model scores 88.16% for the account issue, 89.949% for the sound issue, and 93.71%
for the video issue. In addition, the decision tree model is also the most stable in each decision with
the lowest score for standard deviation. In the future, further comprehensive analysis on this topic
needs to be done by analysing more data to improve prediction accuracy.
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