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betweenσ  Between-class variance 

b  Bias 

pqµ  Central moment of order )( qp +  of an object 

lc  Centre with the largest fitness 

sc  Centre with the smallest fitness 

jc  Cluster centre 

)ˆ(ΘJ  Cost function 

lmβ  Decay rate 

dRsvm Degree of polynomial kernel 

)(tyk  Desired (target) output  

1D  Dispersion 

2D  Dispersion 

ε  Eccentricity 

E Ellipticity 

e  Error vector 

Θ̂  Estimated parameter vector 

jid  Euclidean distance between ix  and .jc  

)( jcf  Fitness of j-th centre 

)(tλ  Forgetting factor 
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xxi 

)(tψ  Gradient of the one-step-ahead predicted output 

H Hidden layer output matrix 

71 φφ −  Hu’s moment invariants 

hsiH  Hue of HSI colour model 

yc−θ  Hue of C-Y colour model 

I  Identity matrix 

),( yxf  Image pixel value 

),( yxf gf  Image pixel value after applying global fixed thresholding 

),( yxfl  Image pixel value after applying local adaptive thresholding 

),( yxfb  Image pixel value in binary 

x  Input signal 

hsiI  Intensity of HSI color model 

J  Jacobian matrix 

),( yxp  Joint probabilistic density for feature x  and y  

svmγ  Kernel parameter 

)(tgα  MRPE learning rate 

lmµ  Levenberg-Marquardt learning rate 

localnT ,  Local threshold value 

ycY −  Luminance of C-Y colour model 

)(xp  Marginal probabilistic density function for feature x  

)(yp  Marginal probabilistic density function for feature y  

maxA  Maximum of predefined size 
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xxii 

maxr  Maximum radius 

γ  Maximum range of an activation function 

µ  Mean 

bckµ  Mean intensity of the background 

objµ  Mean intensity of the objects 

localnx ,  Mean of local intensity distribution of n-th region 

jiµ  Membership function 

minA  Minimum of predefined size 

minr  Minimum radius 

pqm  Moment of order )( qp + of an object 

)(tmα  Momentum 

†H  
Moore-Penrose generalized inverse 

),( yxImi  Mutual information for feature x  and y  

ŷ  Neural network output 

pqη  Normalized central moment of order )( qp + of an object 

jcN  Number of pixels belong to centre jc  

+BG  Number of correctly segmented background pixel 

+TB  Number of correctly segmented TB pixel 

hN  Number of hidden nodes 

−BG  Number of incorrectly segmented background pixel 

−TB  Number of incorrectly segmented TB pixel 

iN  Number of input nodes 
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