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ABSTRAK 

SISTEM PENGECAMAN KOD TANGAN PINTAR 

Pada masa kini, maklumat dan pengetahuan berkembang dengan banyak dan pesat. 

Walaubagaimana pun, orang kurang upaya (OKU), seperti orang cacat pendengaran, sering 

tersisih kerana terdapat jurang komunikasi yang besar di antara mereka dengan orang yang 

normal. Salah satu kaedah komunikasi yang dapat mengurangkan jurang komunikasi ini 

ialah dengan menggunakan bahasa isyarat. Kebiasaannya bila orang normal ingin 

berkomunikasi dengan orang cacat pendengaran, penterjemah diperlukan untuk 

menterjemahkan bahasa isyarat kepada isyarat bunyi. Oleh sebab itu, satu kaedah mudah 

telah dibangunkan untuk menukar bahasa isyarat kepada isyarat bunyi dengan 

menggunakan ciri-ciri yang diperolehi dari gerakan tangan. Dengan menggunakan kamera, 

system ini menerima video bahasa isyarat daripada orang cacat pendengaran dalam bentuk 

rangkaian video Merah Hijau Biru (Red Green Blue: RGB) dengan kedalaman warna layar 

24-bit dan resolusi 320 x 240 piksel. Untuk setiap rangka gamba, dua bahagian tangan 

diasingkan dan kemudian diubah menjadi imej binari. Model pengekstrakan ciri-ciri 

kemudian diterapkan pada setiap gambar yang diasingkan untuk mendapatkan ciri-ciri yang 

paling penting dari gambar. Rangkaian Saraf Tiruan (Artificial Neural Network: ANN) 

memberikan alternatif bentuk pengkomputeran yang berkeupayaan untuk meniru fungsi 

otak manusia. Sebuah model rangkaian neural dibangunkan untuk pengecaman bahasa 

isyarat dari rangkaian video. Sistem audio dipasang untuk memainkan maksud bahasa 

isyarat itu kepada orang biasa. 
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ABSTRACT 

AN INTELLIGENT GESTURE RECOGNITION SYSTEM 

 

Information and knowledge are expanding in quantity and accessibility. However, people 

with functional limitations, such as hearing impaired, often left out of conversation where 

there are wide communication gaps between them with the ordinary people. The sign 

language is the fundamental communication method between people who suffer from 

hearing defects. In order for an ordinary people to communicate with hearing impaired 

community, a translator is usually needed to translate the sign language into natural 

language. This project presents a simple method for converting sign language into voice 

signal using features obtained from the hand gestures. Using a camera, the system receives 

sign language video from the hearing impaired subject in the form of video streams in RGB 

(red-green-blue) colour with a screen bit depth of 24-bits and a resolution of 320 x 240 

pixels. For each frame of images, two hand regions are segmented and then converted into 

binary image. Feature extraction model is then applied on each of segmented image to get 

the most important feature from the image. Artificial Neural Network (ANN) provides 

alternative form of computing that attempts to mimic the functionality of the brain. A simple 

neural network model is developed for sign recognition directly from the video stream. An 

audio system is installed to play the particular word for the communication between the 

ordinary people and hearing impaired community. 
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Chapter 1 

Introduction 

1.1 Overview 

Communication is the most important means that people in a society use to 

convey or exchange messages, news, information, thoughts and feelings. 

Information and knowledge are expanding in quantity and accessibility. People with 

functional limitations, such as the hearing impaired people, often experience wide 

communication gaps, even though, most of them have normal intellectual capacity. 

Due to the hearing limitation, hearing impaired people have developed their own 

culture and methods for communicating among themselves and also with hearing 

groups.  

 

Sign language is one of the most important and natural communication 

modality. A sign language is a language which, instead of acoustically express 

sound patterns, uses visually transmitted sign patterns (manual communication, 

body language and lip patterns) to expresses one’s thought. A speaker’s expression 

can be represented by simultaneously combining the hand shapes, orientation and 

its movements. It is a static expressing system that is composed of signs by using 

hand motion aided by facial expressions. Sign language is mainly employed by 

hearing impaired people to communicate with each other. However, communication 

with normal people is a big handicap for them since the normal people do not 

understand their sign language. Communication between people using different sign 
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languages is easier than different spoken languages meet. Sign language provides 

access to an international hearing impaired community. Sign language recognition 

system is needed in providing an easy, efficient and accurate mechanism to 

transform sign language into speech or word. 

 

The aim of this research work is to develop a sign language recognition 

system based on neural networks. The work consists of the data collection, video 

and image processing, feature extraction, training Neural Network Models (NNMs), 

and recognizing sign language with the NNMs are proposed in recognizing sign 

language. The main motivation and objectives of this research work have been 

discussed in this chapter. 

 

1.2 Problem Statement 

 

Hearing impaired community and hard of hearing people often have 

problems to understand and communicate with other people. Often hearing impaired 

community and hard of hearing people feel left out of conversation and feel ignored 

by other people. This is very difficult for hearing impaired people to deal with, as 

they want to join in but may feel embarrassed to ask people what they are talking 

about and to ask for things to be repeated again and again. The sign language is the 

fundamental communication method between those who suffers from hearing 

defects. In order for an ordinary person to communicate with the hearing impaired 
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people, a translator is usually needed to translate the sign language into natural 

language. In order to help the hearing impaired community, an intelligent system 

that can convert the symbolic signs of the sign language into its equivalent voice 

signal has been proposed.  

 

1.3 Need of the Research work 

 

Sign language is an important language used daily by the hearing impaired 

community as a means of communication. In order to communicate with family 

members, friends and the public, sign language has to be used. Unfortunately, 

communication with normal people is a quite difficult task for them since the 

normal people do not understand the sign language. Sign language recognition is 

needed for realizing a human oriented interactive system which can perform a 

normal interaction communication. The first motivating factor is the possibility of 

reducing the communications barrier which exists between the hearing impaired and 

hearing communities. 

 

The developed system is user-friendly and can be accessed easily. This 

system will be helpful for hearing impaired and hard of hearing people to solve their 

communication problems and give them the same whole life experience to which 

their hearing colleagues are accessing. 

 

 

 

 

 

 

 

 

 

 

 

©
 Th
is 
ite
m 
is 
pr
ot
ec
te
d b
y o
rig
ina
l c
op
yri
gh
t 



4 

 

1.4 Research Objectives 

 

The main objective of this research work is to develop an intelligent gesture 

recognition system for hearing impaired community. In order to achieve this, four 

objectives are presented. 

 

a) To develop intelligent algorithms that will extract the features from the head 

and hand gesture images 

Feature extraction plays an important role in sign language recognition 

system. There are many types of feature extraction methods available in the 

literature. In this research work, the sign language code from “Kod Tangan Bahasa 

Melayu”(KTBM) is considered. Simple feature extraction methods are to be 

developed to extract the features from the sign language code represented in the 

form of an image. The performance of the various feature extraction methods are 

need to be evaluated and to be compared. 
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b) To develope Matlab software interfaces to interface a camera as well as a voice 

generating system to a computer. 

A simple software system is to be developed to interface the camera to the 

computer. Further, a suitable software interface is to be developed for generating 

and displaying the equivalent words. 

 

c) To design and develop neural network model embedded using Matlab in the 

computer system for image recognition and voice association . 

Designing a decision making system is the important part in the automatic 

recognition tool. Development of classifiers for automatic detection of sign 

language recognition is important. There are various classifiers have been proposed 

such as neural network. Each classifier has its own advantages and disadvantages. 

The selection of suitable classifiers for a particular problem requires good 

knowledge. Neural Network provides alternative form of computing that attempts to 

mimic the functionality of the brain. As neural network classifier is one of the best 

classifiers, it has been proposed to develop a suitable neural network model.  

 

d) To develop software interfaces using GUI Interface 

Development of PC based automatic recognition system for sign language 

recognition is an important part of this research. In this research work, an effort has 
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been go through for development of PC based on sign language recognition system 

using a commercially available platform such as MATLAB. MATLAB® is a high-

level technical computing language and interactive environment for algorithm 

development, data visualization, data analysis, and numeric computation. In this 

research work, MATLAB GUI is used to design the software interface which is to 

standardize and simplify the use of the computer programs.   

 

1.5 Thesis Organization 

 

This thesis explores the topic of sign language recognition system using 

image and video processing and artificial intelligence techniques. The research 

works that were carried out are presented in six chapters in this thesis. 

 

In Chapter 1, the introduction to the topic of the interest is explained. This chapter 

presents an overview of the research work that describes the problem statement that 

occurs to the hearing impaired and hard of hearing community and needs of the 

research work to overcome this problem. This chapter also deals with the objective 

of the proposed research work and organization of the thesis. 
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The literature reviews on hearing impaired, the causes of hearing impaired, sign 

language and sign language recognition is presented in Chapter 2. A detailed review 

of the early works performed by other researchers has been discussed.  

 

In Chapter 3, the development of image processing and features extraction methods 

in identifying the sign language is described. The method used to develop an 

intelligent gesture recognition system is discussed and the way of preprocessing of 

image and video processing is proposed. The experimental setup for the research 

work and the configurations for the experiment have also been discussed. 

 

The development and implementation of Neural Network is explained in Chapter 4. 

The proposed Neural Networks based sign language recognition is suggested and its 

performance is discussed. The neural networks are trained using the Back 

Propagation Neural Network model structure. Experiments were conducted to 

evaluate the performance characteristics of the proposed sign language recognition 

system. 

 

The result and discussion of the proposed feature and suggested classifier together 

with the development of the graphical user interface for the sign language 

recognition system using MATLAB GUI is presented in Chapter 5. Each proposed 
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feature results and the GUI interface for this research work is incorporated in this 

chapter.  

 

In Chapter 6, the problems encountered and the conclusion of the research work 

done is discussed. Few suggestions for future research works were given. 
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Chapter 2 

Literature Review 

2.1 Introduction 

 

Sign language is the fundamental communication modality among the 

hearing impaired. Normal people generally require a translator to communicate with 

the hearing impaired. The hearing impaired people have developed their own 

culture and methods for communicating among themselves as well as with ordinary 

people by using sign language. Sign language are a non-verbal visual language, 

different from the spoken language, but serving the same function. The types of sign 

language can be classified according to the various regions around the world. For 

example, Algerian and Ghana sign languages are from the continent of Africa; 

American and Argentinean sign languages are from the United States of America; 

Australian and Malaysian sign languages are from the Asia/Pacific region; and 

Austrian and British sign languages are from the continent of Europe(Flodin, 2004). 

 

In this research work, literature reviews were conducted on the issues related 

to the development of an intelligent gesture recognition system. These include 

reviews on hearing impaired and hearing impairment, the hearing impaired 

communities in Malaysia, sign language and the previous research work of sign 

language recognition. 
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