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Abstract 
Missing data is a very frequent problem in many scientific field including environmental research. These 
are usually due to machine failure, routine maintenance, changes in siting monitors and human error. 
Incomplete datasets can cause bias due to systematic differences between observed and unobserved data. 
Therefore, the need to find the best way in estimating missing values is very important so that the data 
analysed is ensured of high quality. In this study, two methods were used to estimate the missing values 
in environmental data set and the performances of these methods were compared. The two methods are 
linear interpolation method and mean method. Annual hourly monitoring data for PM10 were used to 
generate simulated missing values. Four randomly simulated missing data patterns were generated for 
evaluating the accuracy of imputation techniques in different missing data conditions.  They are 10%, 
15%, 25% and 40%. Three types of performance indicators that are mean absolute error (MAE), root 
mean squared error (RMSE) and coefficient of determination (R2) were calculated in order to describe the 
goodness of fit for the two methods. From the two methods applied, it was found that linear interpolation 
method gave better results compared to mean method in substituting data for all percentage of missing 
data considered. 
 
Introduction 
Data collected in air pollution monitoring such as PM10, sulphur dioxide, ozone and carbon monoxide are 
obtained from automated monitoring stations. These data usually contained missing values due to 
machine failure, routine maintenance, changes in the siting of monitors and human error. Incomplete 
datasets can cause bias due to systematic differences between observed and unobserved data. Therefore, it 
is important to find the best way to estimate these missing values to ensure the quality of data analysed 
are of high quality. Incomplete data matrices are problematic: incomplete datasets may lead to results that 
are different from those that would have been obtained from a complete dataset (Hawthorne and Elliott, 
2004). There are three major problems that may arise when dealing with incomplete data. First, there is a 
loss of information and, as a consequence, a loss of efficiency. Second, there are several complications 
related to data handling, computation and analysis, due to the irregulaties in data structure and the 
impossibility of using standard software. Third, and more important, there maybe bias due to systematic 
differences between observed and unobserved data. One approach to solve incomplete data problems is 
the adoption of imputation techniques (Junninen et al., 2004). Thus, this study compared the performance 
between linear interpolation method (imputation technique) and substitution of mean value for 
replacement of missing values in environmental data set. 
 
Material and Methods 
Data 
Annual hourly monitoring records for PM10 in Seberang Perai, Penang were selected to carry out the 
simulation of missing data. The test dataset consisted of particulate matter (PM10) concentration on a 
time-scale of one per hour (hourly averaged) for one year. Table 1 gives the summary of particulate 
matter (PM10).   
 
Simulation of Missing Data 
Five randomly simulated missing data patterns were used for evaluating the accuracy of imputation 
techniques in different missing data conditions.  The simulated data patterns were divided into three 
degree of complexity that are small, medium and large.  The patterns of missing data simulation are 
represented in Table 2. 
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Table 1 Descriptive statistic of PM10 data 
Valid data 8757 
Missing data 3 
Mode 45.0
Standard Deviation 58.5
Minimum Value 8.0 
Maximum Value 718.0 

 
Table 2 The patterns of missing data simulation 

Degree of Complexities Percentage of Missing Data (%) 

Small 5 
10 

Medium 15 
25 

Large 40 
 

Computational Methods 
a) Linear Interpolation Method 
 
The equation of the linear interpolation function is (Chapra and Canale, 1998): 
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where x is the independent variable, x1 and xo are known values of the independent variable and f(x) is the 
value of the dependent variable for a value x of the independent variable.  
 
b) Mean Method 
 
This method replaces all missing values with the mean of all available data. Thus the equation is (Yahaya 
et al., 2005) : 
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where n is the number of available data and yi is the data points. 
 
 
Performance Indicators 
Several performance indicators were used to describe the goodness of the imputation methods used in this 
research. The theoretical data and observed data were compared to select the best method for estimating 
missing values.  Three performance indicators were used that are mean absolute error (MAE), root mean 
squared error (RMSE) and coefficient of determination (R2). 
 
a) Mean Absolute Error (MAE) 
The mean absolute error (MAE) is evaluated by the equation (Junninen et al., 2004): 
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where N is the number of imputations, Oi the observed data points and Pi the imputed data point. Mean 
absolute error (MAE) ranges from 0 to infinity and a perfect fit is obtained when MAE equals to 0. 
  
b) Root Mean Squared Error (RMSE) 
The mean-squared error is computed by (Junninen et.al., 2004):  
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where N is the number of imputations, Oi the observed data points and Pi the imputed data point. The 
RMSE gives the error value the same dimensionality as the actual and predicted values.  The smaller 
value of RMSE indicates the better performance of the model.  
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c) Coefficient of Determination (R2) 
The coefficient of determination (R2) takes on values between 0 and 1, with values closer to 1 implying a 
better fit.  The equation of coefficient of determination (R2) is given as follows (Junninen et al., 2004): 
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where N is the number of imputations, Oi the observed data points, Pi the imputed data point, P is the 
average of imputed data, O  is the average of observed data, Pσ is the standard deviation of the imputed 

data and Oσ is the standard deviation of the observed data. 
 
Results and Discussion 
Figure 1 below plots the performance of linear interpolation methods and mean methods for replacing the 
simulated PM10 data. From Figure 1, obviously, linear interpolation method gives the best results for all 
percentage of missing values compared to mean method. The mean method contributes to very large 
errors compared to linear interpolation method. The R2 values of linear interpolation method for all 
percentages of missing values are from 0.69 to 0.86 whereas mean method is 0.00 for all percentage of 
missing values. This is consistent with that reported by Junninen et al. (2004) which stated that the 
substitution of mean values for missing data disrupt the inherent sructure of the data and lead to large 
error in the matrix correlation thus degrading the performance of the statistical modelling. 
 
Conclusions 
This paper discusses the comparison of linear interpolation method and mean method to estimate missing 
values. This study is carried out to prove that substitution of mean values will degrade the statistical 
performance of the data. The PM10 hourly data for a year was used to compare the performance of the 
methods. Simulated missing values which were categorised as small, medium and large complexities 
were used. The best imputation techniques for all percentages of the simulated missing data were 
obtained.  Three performance indicators were calculated in order to select the best method replacing the 
missing values.  They are mean absolute error (MAE), root mean square error (RMSE) and coefficient of 
determination (R2),. From these performance indicators, for all degree of complexities the best method 
was found to be the linear interpolation method. 
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Figure 1: Performance indicators for two methods 
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