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Abstract- The Generalized Adaptive Resonance Theory (GART) 
neural network is developed based on an integration of Gaussian 
ARTMAP and the Generalized Regression Neural Network.  As 
in our previous work [13], GART is capable of online learning 
and is effective in tackling both classification and regression 
tasks.  In this paper, we further propose an Ordered–Enhanced 
GART (EGART) network with pruning and rule extraction 
capabilities.  The new network, known as O–EGART–PR, is 
equipped with an ordering algorithm that determines the 
sequences of training samples, a Laplacian function, a new 
vigilance function, a new match-tracking mechanism, and a rule 
extraction procedure.  The applicability of O–EGART–PR to 
pattern classification and rule extraction problems is evaluated 
with a problem in fire dynamics, i.e., to predict the occurrences 
of flashover in a compartment fire.  The outcomes demonstrate 
that O–EGART–PR outperforms other networks and produces 
meaningful rules from data samples. 
 
Keywords- Adaptive Resonance Theory, Generalized Regression 
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I.    INTRODUCTION 
 

 Over the last two decades, artificial neural networks (or 
simply neural networks) have been developed for solving 
many pattern classification problems [1–4].  In the medical 
domain, neural networks have been applied as a diagnostic 
decision support system, e.g., a supervised learning neural 
network was devised for leukemia diagnosis [5].  In [6], an 
incremental learning fuzzy neural network that is optimized by 
a genetic algorithm was developed for breast cancer diagnosis 
and detection.  Another breast cancer detection and diagnosis 
approach using a combined numerical and linguistic system 
was presented in [7].  In [8] a hybrid model of Adaptive 
Resonance Theory (ART) [14, 15] and fuzzy c-mean 
clustering for medical classification and diagnosis with 
missing features was described.   

Neural networks have also been applied to fire safety 
engineering [9–12].  Owing to the ability of neural networks in 
capturing non-linear system behaviors and the fast 
computational speed in making predictions, neural network 
models have been an alternative for simulating fire behaviors 
and learning fire dynamics.  The results have confirmed the 
applicability of neural networks which have shown superior 
performances as compared with those from traditional models. 

The work presented in this paper is focused on a new ART-
based neural network model and its application to fire safety 
engineering.  In [13], we proposed a Generalized Adaptive 
Resonance Theory model.  GART is a hybrid ART and the 
Generalized Regression Neural Network (GRNN) [16] model 
that is compliant with Bayesian theorem.  In this paper, the 
capabilities of GART are further enhanced.  The objectives of 
this paper are two-fold.  First, an enhanced GART network, 
known as O-EGART-PR, is proposed.  O-EGART-PR is 
equipped with a Laplacian likelihood function, a new 
vigilance function, a match-tracking mechanism, an ordering 
algorithm for tackling the problem associated with the 
presentation sequence of training samples, and an ability to 
extract IF-THEN rules from the network weights.  The second 
objective is to demonstrate the effectiveness of O-EGART-PR 
in handling problems in fire safety engineering.  Specifically, 
O-EGART-PR is applied to predict the occurrence of 
flashover in compartment fire based on the fire size and the 
geometry of the compartment. 

The organization of this paper is as follows.  Section II 
describes the O-EGART–PR model.  The experimental studies 
and comparison of results with other methods based on the 
prediction of flashover in compartment fires are given in 
Section III.  A summary of this paper and suggestions for 
further work are presented in Section IV. 

 
II. THE O-EGART-PR MODEL 

 
Figure 1 shows the architecture of the proposed O-EGART-

PR model.  The detail dynamics are given as follow. 
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Sequence of Training Samples 

The ordering algorithm originally proposed in [17] for 
ARTMAP-based network is used to determine the presentation 
sequence of training samples.  The algorithm requires a pre-
defined number of cluster centers, ω.  There are three stages in 
the ordering algorithm, as follows. 

Stage 1 – Identify the first cluster center (the first training 
sample in the sequence):  For each of the M-dimension input 
vector, Ak , find the respective complement-coded [15] vector, 
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The Kth input vector that has the largest value as in Equation 
(2) is selected as the first sample in the presentation sequence. 
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Stage 2 – Identify the 2nd to ωth cluster centers, i.e., the 2nd to 
ωth training samples in the presentation sequence.  The 
Euclidean distances of all remaining input vectors and the 
existing cluster center(s) are computed.  For each input vector, 
the distance of the input vector and the nearest cluster center 
(i.e., the minimum distance) is then identified.  The input 
vector that has the maximum value of these distances is 
selected as the next cluster center.  The same procedure is 
repeated for the rest of the cluster centers.  

Stage 3 – The sequence of the remaining input vectors is 
determined based on the minimum Euclidean distance from 
the input vectors to the cluster centers.  
 
 
 
 

Figure 1 The architecture of the proposed O-EGART-PR model 
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Training Samples 
Assume that the training samples presented to ART–a and 

ART–b are {(A1, B1), (A2, B2),…, (Ak, Bk)}, where Ak  RM  
and Bk  R1 are the input vector and kernel label of the kth 
training sample, and M is the number of attributes (or features) 
of the input vector, respectively.  Note that in the following 
discussion, the equations and variables are based on ART–a 
with input sample Ak.  The equations and variables of ART–b 
with kernel label Bk are the same but with 
subscript/superscript of “b” instead of “a”. 
 

Competition 
The input sample is presented to ART–a with its kernel 

label to ART–b for computing the choice and match functions. 
The choice and match functions are defined based on the 
Bayesian theorem.  The posterior probability of category-j in 
ART–a to input sample Ak is 
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where )|( jP kA  is a Laplacian likelihood function used to 

measure the similarity between Ak and category-j, and is 
defined as 
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where j
a, j

a and nj
a are the center, standard deviation, count 

of category-j of ART–a, respectively. Note that while 
Gaussian ARTMAP [18] uses a standard quadratic loss 
function, O-EGART-PR employs a Laplacian loss function.  
This is because the quadratic loss function can be affected by 
outliers, especially in the presence of noisy data, which may 
lead to inaccurate recognition [19].  In order to find the “first 
round winner” of the competition, two measures are 
computed: the choice function of ART–a as defined in (1) and 
the match function as follows  
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The first round winner of ART–a, which is denoted as J, is 
selected based on the highest value of the choice function, and 
its match function must be larger or equal to the vigilance 
parameter, i.e., 

))|((maxarg k
j

jPJ A , (8) 

ak JV ),(A . (9) 

where )1,0(a  is a user-defined vigilance parameter of 

ART–a. 

Match Tracking 
Once the first round winner of ART–a is found, verification 

is needed before it can be declared as the “final winner”.  The 
vigilance test of ART–b is conducted, i.e., 

bk JBV ),( , (10) 

where )1,0(b  is a user-defined vigilance parameter of 

ART–b.  If Eq. (10) is satisfied, category-J is declared as the 
final winner, and is subject to learning.  Otherwise, a match 
tracking mechanism is triggered to search for a better 
candidate to be the new first round winner from the existing 
categories in ART–a.  During match tracking, the first round 
winner that fails to satisfy Eq. (10) is temporarily deactivated 
(with its choice function 1)|( kjP A ), and a is 

temporarily increased to ),( JV ka A . 

 
Learning 

Learning involves the adjustment of the center, standard 
deviation, and counts of the final winner using the following 
equations. 
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Adding a New Category  

When none of the existing categories is able to fulfill Eq. (9) 
and pass the vigilance test as in Eq. (10), a new category is 
created to learn the new sample, i.e.,  

1 NN , (14) 
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where a is a user-defined initial standard deviation value. 
During the prediction cycle, an unlabeled sample, x, is 

presented to ART–a, and a prediction is obtained based on a 
distributed posterior probability estimate using the GRNN 
procedure, as follows 
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Network Pruning 

After the training phase is completed, the number of 
categories is reduced by a pruning procedure.  Pruning aims to 
reduce the complexity of the network by removing those 
categories that have insignificant contributions to the overall 
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network output [20].  Another benefit of pruning is to facilitate 
the extraction of a compact rule set [21].  The network pruning 
procedure follows that in [22, 23].  A validation set is used to 
generate the confidence factors of each category.  Consider an 
O-EGART-PR network that has been trained and validated 
with the training and validation sets.  The confidence factor of 
category-j is defined as 

2)( jjj RUC  , (19) 
where Uj and Rj and are usage and accuracy of category-j, 
respectively.   

Unlike other neural network models that employ the 
“winner-take-all” strategy, O-EGART-PR works with 
probabilistic information.  Hence, the definitions of Uj and Rj 
as in [22, 23] are not suitable for O-EGART-PR.  Thus, Uj is 
defined as the total posterior probability in the validation set 
predicted by category-j, divided by the maximum of the total 
posterior probability predicted by any category with the same 
label as category-j, i.e., 
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where K is the number of validation samples and N is the 
number of categories, μb

i and  μb
j are the class labels for 

category-i and category-j, respectively.  On the other hand, Rj 

is defined as the total posterior probability in the validation set 
correctly predicted by category-j, divided by the maximum of 
the total posterior probability correctly predicted by any 
category with the same label as category-j, i.e., 
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where k is the class label of the kth validation sample. The 

confidence factor is an index to indicate the category quality.  
A category with a high confidence factor implies a category 
that is frequently used and that has a high classification 
accuracy rate.  Any category with a confidence factor smaller 
than a user defined threshold, τ, is then pruned.  For 
simplicity, the threshold value is set to τ=0.1 in this work. 
 
Rule Extraction 

After pruning the categories with low confidence factors, 
the remaining categories are used to extract fuzzy rules in the 
format of IF-THEN.  The rule extraction method follows that 
in [22, 23].  A quantization approach is first applied.  For the 
following discussion, the quantization level is set to 5, i.e., 
Q=5.  With five equalizations levels, the input attributes are 
described with five linguistic terms, i.e., “very low”, “low”, 
“medium”, “high” and “very high” (denoted as 1, 2, 3, 4, and 
5).  The quantized level of an input feature is computed as 

1
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where q = 1, 2, 3, 4, 5.  In [22, 23], a category is represented 
by a hyperbox that has a lower bound and an upper bound, and 
the bounds are rounded to the nearest Vq level before being 
converted to linguistic terms.  A category in O-EGART-PR is 
represented by a Laplacian likelihood function.  Hence, the 
method in [22, 23] cannot be applied directly because there are 
no clear definitions of the lower and upper bounds in a 
Laplacian likelihood function.   

A new method to find the lower and upper bounds of a 
category represented by a Laplacian likelihood function is 
needed.  It is proposed to define the bound from the centre to 
left and right sides covering a certain percentage of the total 
likelihood.  For the sake of simplicity, this region is 
empirically set to 50%, as shown in Fig. 2, in order to obtain a 
reasonable generalization.  Hence, the lower and upper bounds 
(θ1 and θ2) are: 

)5.0ln(1   , (23) 
)5.0ln(2   . (24) 

 

 

Fig. 2. The method to identify the bounds of a Laplacian 
likelihood function. 

 
Once θ1 and θ2 are found, they are rounded to the nearest Vq 

and then converted into a linguistic term.  For example, let two 
categories of O-EGART-PR with centers, standard deviations, 
target classes, and confidence factors, respectively be 











6.00

7.04.0aμ , 









3.01.0

1.02.0aσ ,  T9.01C , the rules 

extracted from the categories are as follows. 
Rule 1: If x1 is from low to medium and x2 is high, Then Class 
is –1 with confidence factor C1 = 1. 
Rule 2: If x1 is very low and x2 is from medium to high, Then  
Class is +1 with confidence factor C2 = 0.9. 
 
Note that, for simplicity, three O–EGART-PR parameters 
were set to their “default” values in this work, i.e., ρa=0, ρb=1, 
and γb= 1.  Tuning of γa and ω is conducted by trial-and-error 
in order to produce the best results.  
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III. PREDICTING THE OCCURRENCE OF FLASHOVER IN 
COMPARTMENT FIRE 

 
In this section, the applicability of O-EGART-PR is 

evaluated using a problem in fire-safety engineering.  In 
general, it is expensive to obtain real fire samples from full-
scale experiments.  Hence computational fire simulations 
created by computer software are usually employed to 
generate data samples.  These data samples are used for the 
training and testing of O–EGART–PR.  In this study, the fire 
compartment is assumed to be rectangular in shape with an 
open door as illustrated in Fig. 3.  The interaction between fire 
and the environmental parameters has been proposed in [24].  
In this model, the temperature of the upper hot gas layer is a 
function of the room geometry, including the dimensions of 
the opening, the properties of the gas, the wall conduction 
characteristics, and the heat release rate. The criteria for 
flashover as defined by [25] were used in this study, and were 
input into the computer package FASTLite [26] to estimate the 
occurrence of flashover. The engine for this computer package 
is FAST [27].  In the study, a binary classification problem 
was study.  The following inputs were randomly generated, 
and used to train O–EGART-PR: 

 room length (varied randomly from 2 to 10 m); 
 room width (varied randomly from 2 to 10 m); 
 room height (varied randomly from 2 to 10 m), and 
 maximum heat release rate (varied randomly from 10 

to 6000 kW). 
The output was either flashover or non-flashover.  Fast growth 
t-square (t2) fire [28] was also assumed through out the 
simulation. T he growth of t2 fire is described by  

2
0 )( tt

dt

dQ
Q 


  (25) 

where 

Q is the heat released rate (kW),  is the growth 

constant (0.0469 kWs–1), t0 is the initial time (s) and t is the 
time (s).  The ceiling and walls in the fire simulation were 
assumed to be made of 16-mm gypsum, and the floor was 
assumed to be 12.7-mm plywood.  For different combinations 
of room dimensions and maximum heat release rates, the 
occurrences of flashover as determined by FASTlite [26] were 
recorded for network training and testing.  A total of 375 
samples were generated, of which 190 were flashover samples 
and 185 were non-flashover samples. 
 

 
Fig. 3. Fire compartment for modeling the occurrence of 

flashover. 
 

In accordance with [29], in each run, 250 samples were 
randomly selected for training and the rest were used for 
testing.  A total of 50 runs were conducted, and the average 
results based on bootstrap means [30] (with 1,000 re-
samplings) are reported, as in Table 1.  For comparison 
purposes, the results of GRNNFA, FAM and PEMap 
(extracted from [29]) are also included in Table 1.  It is clear 
that O-EGART–PR outperforms other models.  Out of the 50 
runs, the one with the best prediction rate was used for rule 
extraction purposes.  Note that in this case, the test set was 
used as the validation set for rule extraction. All the extracted 
rules from O-EGART-PR are given in Table 2. 
 

 

 

 

The rules given in Table 2 can be interpreted using the IF-
THEN format.  As an example, Rule 3 can be interpreted as: 

 
Rule 3: If room length is from low to medium and room width 
is from medium to high and room height is from very low to 
low and maximum heat transfer rate is low then the 

TABLE 2 
RULES EXTRACTED FROM O-EGART-PR WITH QUANTIZATION 

LEVEL Q = 5 FOR THE FLASHOVER PREDICTION PROBLEM. 
 

 If    Then Confidence 
 Attribute is   Class is Factor 
 i ii iii iv   

Rule 1 2–4 2–4 2–4 1–2 –1 1 
Rule 2 2–4 2–3 2–4 3–4 +1 1 
Rule 3 2–3 3–4 1–2 2 +1 0.1335 
 
Attribute i-iv: room length, room width, room height, maximum heat 
release rate. Quantization Level: 1 (very low); 2 (low); 3 (medium); 4 
(high); 5 (very high).  Classes: –1 (no flashover); +1 (flashover). 

TABLE 1 
PERFORMANCE COMPARISON ON THE 

PREDICTION OF FLASHOVER IN A 
COMPARTMENT FIRE  

Model Accuracy (%) 
O–EGART-PR 94.48 
GRNNFA [29] 92.60 

FAM [29] 91.20 
PEMap [29] 91.80 
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occurrence of flashover is true with confidence factor of  
0.1335. 
 

IV. CONCLUSIONS AND FUTHER WORKS 

 
This paper has proposed a new GART model known as O-

EGART-PR that possesses the ability of pattern classification 
as well as rule extraction.  The performances of O-EGART-
PR have been evaluated with a fire-safety engineering 
problem, i.e., predicting the occurrences of flashover in a 
compartment fire.  The results have shown that O-EGART-PR 
is able not only to produce high accuracy rates as compared 
with other models but also to yield IF-THEN rules for 
explaining its predictions. 

Although the results obtained from the experiments are 
encouraging, more studies using data sets from various 
application domains are needed.  In addition, an ensemble 
method, which is able to increase the accuracy rates by voting, 
can also be investigated.  Besides, a hybrid system using the 
genetic algorithm to optimize the performance of O-EGART-
PR model can also be pursued as further work. 
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