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Abstract: It was developed an amperometric biosensor to determine tungsten in water, based on the inhibition of 
laccase enzyme, by tungsten ions using pyrocathecol as a substrate. The enzyme was immobilized with a proper 
mixture containing, bovine serum albumin, and glutaraldehyde, for a cross-linking process over screen-printed 
carbon electrodes, previously modified with tetrathiafulvalen and gold nanoparticles. Optimized experimental 
conditions are: pyrocatechol in cell 0.040 mM in a phosphate buffer pH 6.5 and applied potential +350 mV. The 
repeatability and reproducibility, in terms of relative standard deviation values, of de developed biosensor were 
3.3 % (n=3), and 2.2 % (n = 5) respectively, and detection limit was 1.8 × 10-7 mol L-1. Additionally it was 
determined the kinetics of the systems by means of Michaelis-Menten Km apparent constants, calculated using 
Lineweaver-Burk plots, with and without tungsten. Kinetic study resembles to be competitive inhibition. A 
recovery study was performed with spiked blanks with a tungsten certified reference standard, traceable to NIST, 
giving as a result 102.3 ± 6.7 %; tap water samples analyzed presented a mean concentration of 1.75 µM, and 
recovery of the tungsten certified reference standard on the tap water samples gave 98.8 ± 3.1 %. 
 
Keywords: Biosensor, Cathecol, Gold nanoparticles, Laccase, Screen printed carbon electrodes, 
Tetrathiafulvalen, Tungsten, Water. 
 
 
 
1. Introduction 

 
Tungsten is a transition metal, found along with 

chromium, molybdenum and seaborgium, element 
106 of the periodic table [1]. It is a valuable metal 
because of its great strength at high temperatures and 
its high electric and heat conductivity. Tungsten and 
its alloys have been used for many years in a wide 
range of applications from daily household necessities 
to highly specialized components of modern science 
and technology, such as heating elements for furnaces, 
filaments for electric lamps, spacecraft shielding, drill 

tips, edging of cutting tools, medical equipment and 
small bore ammunition [1]. 

Tungsten in its metal form is not present in nature; 
rather, the tungstate anion persists and is 
thermodynamically stable under most environmental 
conditions. Polymerization of tungstate with itself and 
other common oxyanions (e.g. molybdate, phosphate, 
and silicate) can create a variety of polymer species  
[2-3]. 

Tungsten’s release into environmental systems 
may occur as a result of natural or anthropogenic 
activities [4]. Natural deposits of tungsten ore can 

http://www.sensorsportal.com/HTML/DIGEST/P_2915.htm
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release soluble and mobile tungstate into groundwater. 
Additionally, there is increasing interest in some 
anthropogenicuses of tungsten, which could become 
sources in the environment, including industrial, 
civilian, recreational and military applications [1-2,  
4-6].  

Although there have been several studies of the 
behavior and effects of tungsten in laboratory animals, 
little attention has been given to the problem of 
developing a biologically realistic model of the 
kinetics of tungsten in the human body [7]. Some 
tungsten compounds, which exert adverse biological 
effects on humans and animals, had been reported, 
nevertheless effects of tungsten on environmental 
systems have not been investigated extensively and 
published data are fragmentary [4, 8]. 

In Fallon, Nevada, childhood leukemia cluster 
affected this zone, supposed an investigation by the 
United States Centers for Disease Control and 
Prevention (CDC) that revealed through urine 
analysis, that residents were exposed to elevated levels 
of tungsten (VI) [9]. While it is inherently difficult to 
directly link these childhood leukemia clusters to 
environmental exposure to elevated tungsten 
concentrations, either via inhalation or through 
consumption of tungsten contaminated drinking 
waters, many studies have shown that this metal can 
be toxic and may indeed be carcinogenic [7, 10]. This 
investigation led to a study by the U.S. Geological 
Survey of tungsten in ground waters of the Carson 
Desert region of northwest Nevada, which showed 
concentrations of this metal ranging from 0.27– 
742 μg kg-1 [5, 9-10]. 

Several methods to determine tungsten in water 
and other environmental samples have been published; 
among them are spectrophotometry [11], flame atomic 
absorption spectrometry (FAAS) [12], inductively 
coupled plasma atomic emission spectrometry (ICP-
AES) [13], inductively coupled plasma mass 
spectrometry (ICP-MS) [14], X-ray fluorescence 
(XRF) [15], spectrofluorometry [16], polarography 
[17], voltammetry [8] and amperommetry [18]. The 
sensitivity for tungsten by some of these techniques 
was lower than the necessary to analyze the low 
tungsten concentration present in water. 

Among electroanalytical techniques, the 
chronoamperometry is getting more significance in the 
development of amperometric biosensors based on 
enzyme immobilization onto electrode surfaces that 
can retain their bioactivity and is one of the main 
issues in several fields ranging from environmental 
analysis to clinical diagnosis [19]. In the specific case 
of laccase-based biosensors, an extensive research 
effort has been addressed to incorporate laccase on 
electrode surfaces by different immobilization 
strategies in order to design biosensors with a wide 
range of applications. Many references show that its 
retained bioactivity mostly depends on the chosen 
immobilization method [20-24].  

Chemically modified electrodes (CMEs) represent 
a modern approach to electrodic systems. Thus a 
proper alteration of electrode surfaces can achieve 

characteristics to solve many electroanalytical 
problems, and may be the basis for a new device with 
better electrochemical distinctiveness.  

The use of tetrathiafulvalen (TTF) as a mediator 
and the fact to be screen-printed is based in its non-
solubility in water, so it may avoid risks of dissolution 
when working in aqueous solutions. Besides, TTF 
oxides losing one electron at +0.34 V, and a second 
electron at +0.78 V vs. Ag/AgCl in acetonitrile 
solution [24]. Thus, TTF based SPCEs have been built 
by screen-printed of a mixture of mediator and carbon 
ink. Then gold nanoparticles have been deposited and 
laccase enzyme have been cross-linked to TTF 
modified SPCEs (SPCTTFEs) with glutaraldehyde 
(GA) and bovine serum albumin (BSA) to obtain a 
biosensor for tungsten detection [25-27].  

The purpose of this work was to obtain a sensitive 
biosensor for the quantitative determination of W(VI), 
based in the inhibitor effect of this metal over the 
enzymatic oxidation of cathecol by laccase enzyme. 
So far it has not published anything like in the 
literature. To achieve this, laccase SPCTTFEs based 
biosensors are presented and the effects of gold 
nanoparticles (AuNPs), are also described. 

 
 

2. Materials and Methods 
 
2.1. Reagents 
 

Laboratory-made screen-printed electrodes were 
made-up using different commercial inks: carbon ink 
(C10903P14, Gwent Electronic Materials, Torfaen, 
UK), dielectric ink (D2071120D1, Gwent Electronic 
Materials, Torfaen, UK), Ag/AgCl ink (SS Electrodag 
6037, Acheson Colloiden, Scheemda, Netherlands) 
and Ag ink (Electrodag 418, Acheson Colloiden, 
Scheemda, Netherlands). 

Tetrathiafulvalen (TTF) was acquired from Acros 
Organics (Geel, Belgium). Glutaraldehyde (GA), 
bovine serum albumin (BSA), Rhus vernicifera 
laccase enzyme (LAC), and pyrocatechol from Fluka 
Analytical, (St. Louis, MO, USA). 

Phosphate salts for buffer preparation, Na2HPO4 
and KH2PO4 used as supporting electrolyte  
were from Merck, (Darmstadt, Germany), NaOH  
and H3PO4 to adjust pH from J.T. Baker,  
(Deventer, Netherlands).  

Tungsten standard solutions 2 mg L-1 were 
prepared daily from a 100 mg L-1 ammonium 
tungstate CertiPUR traceable to NIST (Merck, 
Darmstadt, Germany) SRM stock solution, and store 
at 4 °C when not in use. Tungsten metal purity 
99.99 % in 2 % v/v HNO3, certified value  
1000 ± 4 mgL-1 (High-Purity Standards, CRM 
traceable to NIST, SRM against 3163, lot 080331, 
USA) was used to spiked blanks samples and tap water 
samples for recovery studies. 

All chemical reagents used were analytical  
grade, without any further purification. All solutions 
were prepared with ultrapure water from a TKA 
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System, 0.05 μS/cm (18 MΩ (Gen-Pure TKA, 
Niederelbert, Germany). 
 
 
2.2. Apparatus and Software 
 

A DEK 248 screen-printing machine (DEK, 
Weymouth, UK) was used for the preparation of the 
screen printed transducers. 

Cyclic voltammetric and chronoamperometric 
measurements were performed with an 
electrochemical potentiostat Autolab 128N with 
GPES software (Eco Chemie, Utrecht, The 
Netherlands). Buffer pH was adjusted with a Mettler-
Toledo pHmeter S47-K (Columbus, Ohio, USA). 
 
 

3. Methodology 
 
3.1. Laboratory-made SPCTTFEs Preparation 
 

Depending of the nature and characteristics of the 
electrodes, they can be easily built by using diverse 
kinds of inks. In this way, the screen-printed electrodic 
system based on three-electrode configuration 
(working, reference and counter electrode) has been 
manufactured by sequential layer deposition 
according to previously described procedures [28-30]. 
Carbon ink and, well-mixed and immediately printed, 
carbon ink with TTF (5 %w/w) were used to prepare 
the working electrodes, [25-26]. 

 
 

3.2. Functionalization of SPCTTFEs with Gold 
Nanoparticles (AuNPs) 

 
SPCTTFEs were modified with gold nanoparticles 

(AuNPs/SPCTTFEs) using a 0.1 mM HAuCl4 solution 
in 0.5 M H2SO4. The deposit was made by applying a 
potential of + 0.18 V (vs. Ag / AgCl SPE) for 15 s 
under mechanical agitation [31].  
 
 
3.3. Immobilization of Laccase Enzyme 

on AuNPs/SPCTTFEs 
 

Mixing proper amounts of crosslinking agent, GA, 
BSA with LAC enzyme was performed in order to join 
it to working electrode surface, already prepared with 
TTF mediator and functionalized with gold 
nanoparticles. The optimum results were achieved by 
dropping over different functionalized electrodes,  
10 µL of a mixture prepared by 5 µL of LAC (0.11 % 
w/v), 2.5 µL BSA (1.75 % w/v) and 2.5 µL GA (2.5 % 
w/v) onto modified electrodes and let them to dry  
120 min at 4 °C. 

 
 

3.4. Measuring Amperometric Procedure 
 

Amperometric measurements were carried out at 
room temperature, placing the modified electrode in a 

cell containing 5 mL of supporting electrolyte,  
pH=6.5 with constant stirring, at an applied potential 
of + 350 mV vs. Ag/AgCl SPE. Once a stable current 
was obtained after the addition of substrate or 
corresponding samples, sequential additions of 
tungsten standard solutions, were added. 

For different prepared biosensors, their 
performances were evaluated by determining 
precision, limits of detection and quantification, 
accuracy, recovery of spiked samples and possible 
interferences. Also a kinetic study was carried out. 

 
 

4. Results and Discussion 
 

As it is well know from literature, LAC is a good 
oxide-reductase enzyme that oxidizes ortho and para 
phenol groups to ortho and para quinones, and reduces 
oxygen to water [32-34] (Fig.1). Laccase has not being 
reported for tungsten determination, but to analyze 
polyphenols. Nevertheless, previous experiments had 
shown that tungsten inhibit the activity of this enzyme 
to catechol as a substrate; this fact is the base of the 
biosensor proposed in this work. 

 
 

 
 

Fig. 1. Schematic representation of possible mechanism 
of catechol electrochemical reactions at laccase based 

biosensor-using TTF as a mediator, in the presence 
of oxygen according to references [32-34]. 

 
 

To obtain a sensitive analytical signal, a group of 
experiments were carried out considering the 
influence of three important experimental factors: 
applied potential (Eap), pH and catechol 
concentration, changing one at a time in a selected 
range, and keeping constant the rest. These 
experiments were done with LAC/AuNPs/SPCTTFEs-
based biosensors; so there were applied potentials 
between + 100 mV and + 500 mV at a fixed pH; once 
a potential of + 350 mV was set, then pH was changed 
from 5.0 to 9.0, being the best, between 6 and 7, so it 
was decided to work at pH 6.5. Different catechol 
solutions were tested ranging from 0.10 mM to  
20 mM; the most stable signals were obtained with 
0.040 mM catechol in cell. Fig. 2 presents a typical 
chronoamperogram under the selected conditions. 
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Fig. 2. Chronoamperogram registered using 
LAC/AuNPs/SPCTTFEs based-biosensor under the optimum 
conditions (applied potential, + 350 mV vs. Ag/AgCl SPE; 

Phosphate buffer pH 6.5; [cathecol]: 0.04 mM). Inset: 
calibration curve corresponding to this chronoamperogram. 

 
 

4.1. Electrodes Characterization 
and Validation  

 
Electrodes characterization was done by 

estimating precision, in terms of repeatability and 
reproducibility, limit of detection and quantification, 
accuracy and sensitivity.  

The reproducibility of the modified electrodes was 
determined by means of relative standard deviations 
RSD (%), of the slopes of three independent 
calibration curves with three different 
LAC/AuNPs/SPCTTFEs and repeatability with the 
slopes of three independent calibration curves, using 
the same modified electrode; limit of detection (LOD) 
and limit of quantification (LOQ) were determined 
according to IUPAC definition [35], considering the 
LOD based on three times the standard deviation 
(3Sy/x) of the calibration curve divided by the slope of 
the calibration curve. LOQ is ten times the standard 
deviation (10 Sy/x) divided by the slope. Electrode 
performance in terms of repeatability as RSD was 
3.2 %, reproducibility 2.2 %, sensitivity 0.255 A*M-1, 
LOD = 0.18 μM and LOQ = 0.62 μM.  

Also recovery of spiked blanks with CRM W(VI) 
standard (1000 ± 4) mgL-1 were evaluated obtaining 
102.3 ±6.7 % Recovery in tap water was  
98.8 ± 3.1 %. Table 1 resume the results of this 
recoveries. 

 
 

4.2. Kinetics and Laccase Inhibition 
 

To study kinetic behavior of laccase enzyme with 
catechol as a substrate, optimum conditions were used 
in the presence and absence of W(VI). To create 
Michaelis-Menten plots, successive aliquots of 
substrate were added in the cell with or without W(VI) 
until a constant rate was acquire, then with the linear 
part of it, there were obtained two reciprocal 
Lineweaver-Burk plots. Then their slopes and 

intercepts were used to calculate Michaelis-Menten 
apparent constants. According to Table 2, slopes and 
Km apparent increases with W(VI) concentration, 
which means that inhibitory effect of W(VI) on the 
laccase-catechol reaction was confirmed through the 
higher affinity of the enzyme for the substrate in the 
absence of this metal. Based on these results and 
accordingly to Fig. 3 and Table 2, V max unchanged, 
and Km app. increases with inhibitor concentration, 
suggest competitive inhibition of the enzymatic 
process by the presence of the metal [36-37]. 

 
 
Table 1. Recovery of spiked blanks and tap water  

at pH 6.5, Eap. + 350 mV vs Ag/AgCl SPE, with W(VI) 
SRM standard traceable to NIST 1000 ± 4 mg L-1,  

with LAC/AuNPs/SPCTTFEs. 
 

Spiked blanks 

[W(VI)] 
added 

[W(VI)] 
found 

% 
Recovery 

[W(VI)] mg L -1

Recovery 

M M  1000 ± 4 mg L-1 

 4.44 × 10-7 106.8 1067 

 4.41 × 10-7 106.1 1060 

4.16 × 10-7 3.91× 10-7 94.0 940 

 4.52× 10-7 108.7 1087 

 3.99× 10-7 95.9 960 

Media  102.3 1023 

Std. Dev.  6.8 68 

RSD %  6.6 6.6 

D.F. dilution factors 50.00 mL/2.00 mL  
and 50.00 mL/5.00 mL 

Spiked tap water 

1.04 × 10-6

1.03 × 10-6 99.0 1014 

9.97× 10-7 95.6 988 

1.06× 10-6 101.6 953 

Media  98.8 985 

Std. Dev.  3.0 30 

RSD %  3.1 3.1 

D.F. dilution factors 5.20 mL/0.100 mL  
and 100.00 mL/1.00 mL 

 
 

Table 2. Kmapp and Lineweaver-Burk calibration 
parameters for inhibition kinetics of laccase on catechol 

enzyme using LAC/AuNPs / SPCTTFEs. 
 

[W(VI)] 
M 

Km/Vm 
(Slope) 

Km 
apparent, M 

0 19.56 3.1 × 10-4 

4.95 × 10-6 M 29.747 5.5 × 10-4 

3.06 × 10-5 M 35.888 4.2 × 10-3 
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Fig. 3. Lineweaver-Burk graphics for laccase activity 
on catechol using Lac/AuNPs/ SPCTTFEs, with and without 

W(VI) at pH 6.5 and Eap + 350 mV vs Ag/AgCl SPE. 
 
 

4.3. Interferences Study 
 

An analysis of possible effects caused by the 
presence of different metal ions was carried out by 
preparing standards of different cations to acquire 
concentrations in cell as 1.0 μM, 10 μM, 0.1 mM and 
1.0 mM. Then it was calculated current from baseline 
to current signals obtained, determining inhibition 
percentage of the substrate with a number of metals 
added. Nevertheless, Fig. 4 represents the inhibition % 
of possible interferences, some of them could be 
usually present in natural waters, such as Al(III), 
Fe(III), Ca(II), As(V), Zn(II), Mo(VI), Cu(II), V(V), 
K(I), Na(I) and Mg(II). 

 
 

 
 

Fig. 4. Inhibition percentage of substrate current  
from several interferent cations for LAC/AuNPs/SPCTTFEs 

based biosensor at pH 6.5 and Eap +350 mV  
vs. Ag/AgCl SPE. 

 
 

According to Fig. 4, Al(III), Fe(III), Ca(II) and 
As(V) can interfere with W(IV) measurements, at low 
and high concentrations and Zn(II) at 0.1 and 1 mM. 
Ions commonly present in water, such as Na(I), K(I) 
and Mg(II), cannot be considered as interferences. In 
agreement with several references, heavy metals in 
such concentrations can be removed from water 
samples before use the biosensors [38-39]. 

5. Conclusions 
 

The use of laccase based biosensors using 
AuNPs/SPCTTFEs allows sensitive determination of 
W(VI). The proposed biosensor is based on the laccase 
enzyme inhibition by the presence of W(VI). This fact 
can be used to measure the decrease of a substrate 
current by successive additions of W(VI). According 
to Lineweaver-Burk plots laccase inhibition by W(VI) 
is competitive for these modified electrodes. 

The biosensor showed excellent figures of merit 
such as repeatability and reproducibility, with a RSD 
of 3.3 % and 2.2 % respectively. LOD 1.8 × 10-7 M and 
LOQ 6.2 × 10-7, accuracy in spiked blanks with a 
recovery of 102.3 % with a RSD of 6.6 %.  

Some metals such as Al(III), Fe(III), Ca(II) and 
As(V) may represent significant interferences when 
W(VI) is present at low concentrations, if they are 
present in water samples, but there are many methods 
to remove them from water. 
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Abstract: Piezoresistive (PZR) pressure sensors have gained importance because of their robust construction, 
high sensitivity and good linearity. The conventional PZR pressure sensor consists of 4 piezoresistors placed on 
diaphragm and are connected in the form of Wheatstone bridge. These sensors convert stress applied on them 
into change in resistance, which is quantified into voltage using Wheatstone bridge mechanism. It is observed 
form the literature that, the dimensions of piezoresistors are very crucial in the performance of the piezoresistive 
pressure sensor. This paper presents, a novel mechanism of finding best combinations and effect of individual 
piezoresistors dimensions viz., Length, Width and Thickness, using DoE and ANOVA (Analysis of Variance) 
method, following Taguchi experimentation approach. The paper presents a unique method to find optimum 
combination of piezoresistors dimensions and also clearly illustrates the effect the dimensions on the output of 
the sensor. The optimum combinations and the output response of sensor is predicted using DoE and the 
validation simulation is done. The result of the validation simulation is compared with the predicted value of 
sensor response i.e., V. Predicted value of V is 1.074 V and the validation simulation gave the response for V as 
1.19 V. This actually validates that the model (DoE and ANOVA) is adequate in describing V in terms of the 
variables defined. 
 
Keywords: MEMS, Pressure sensors, Piezoresistive pressure sensors, DoE, ANOVA. 
 
 
 
1. Introduction 

 

MEMS technology combines silicon based 
MEMS are one of the promising process technologies 
which are responsible for the fabrication of tiny-
integrated devices [1]. Micro sensors are the 
miniaturized devices that sense the environmental 
factors like pressure, temperature and light in general. 
Micro-pressure sensors sense and detect the change 
in pressure. There are pressure sensors which work 

on different transduction mechanisms like capacitive, 
piezoelectric, resonant and piezoresistive. Compared 
to all other pressure sensors, piezoresistive pressure 
sensor (PZRPS) achieves high sensitivity and better 
linearity [2]. MEMS pressure sensors have a wide 
horizon of applications including automobiles, 
industries, defense and domestic. Automotive sector 
remains the biggest area for MEMS pressure sensors 
[3-5]. Primitive pressure sensors were developed 
using strain gauge mechanism but now there has been 

http://www.sensorsportal.com/HTML/DIGEST/P_2917.htm
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a rapid development both in fabrication capabilities 
and packaging, after finding piezoresistivity in silicon 
and germanium [6-7]. Typically PZRPS are designed, 
analyzed and validated using Wheatstone bridge 
configuration. The piezoresistors are placed or 
diffused using boron diffusion on selected regions of 
maximum stress onto silicon diaphragm. Then these 
resistors are connected in the form of Wheatstone 
bridge [8]. Paper [9] presented, several types of 
semiconductor stress gauges to measure the 
longitudinal, transverse, shear stress and torque, and 
employed a Wheatstone bridge type gauge in 
mechanical signal sensing. Kanda's [10] model is 
referred for proper designing of the model in order to 
improve the performance of the sensor. The work in 
[11] presents the simulation and sensitivity analysis 
of four different models such as, piezoresistive 
pressure sensor by Lynn Fuller, Silicon pressure 
transducer by M. Bao, Pressure sensor die by Tai-
Ran Hsu and Motorola Xducer Piezoresistor. [12] 
describes about the better techniques to enhance the 
performance of the sensor, designing sensor with 
optimized geometry of the diaphragm. Also shape 
and location of the piezoresistors are considered for 
better sensitivity.  

Authors in [13] have analyzed relationship 
between the different dimensions of a square and 
circular diaphragm with Piezoresistors for a pressure 
range of 0 to 1MPa. Results show that the square 
diaphragm has the highest induced stress for a given 
pressure. The paper suggests that the square 
diaphragm is preferred for high pressure generating 
high stress. Paper [14] presents the design and 
simulation of MEMS Piezoresistive pressure sensor 
for the pressure sensing range of 0 to 1.1 bar. Authors 
present different configuration of piezoresistor 
placement using meander shape with different 
number of turns to enhance sensitivity. Diaphragm is 
an important part of the sensor and scholars have 
worked on optimization of the diaphragm to improve 
the performance of the sensor. Paper [15] presents, 
optimization of a piezoresistive MEMS pressure 
sensor to find an optimal diaphragm shape by Finite 
Element Method using ABAQUS®. Three different 
shapes of diaphragms are considered in this study, 
they are circular, square and rectangular diaphragms. 
There are works in literature, worked on finding the 
optimum combination of piezoresistors dimensions to 
obtain better output voltage and sensitivity. Taguchi 
method has been utilized for optimization in 
literature, paper [16] presents the use of Taguchi and 
Two-Level Factorial approach to optimize the size of 
diaphragm thickness, slot width, and slot length for 
capacitive sensor.  

Paper [17], has used Taguchi method to 
understand the effect of parameters in analyzing the 
silicon piezoresistive pressure sensor. There are 
works on studying the effect of piezoresistor 
dimensions, paper [8] presents design of silicon 
based piezoresistive micro pressure sensor. Finite 
Element Analysis is used find the effect of design 
parameters like the side length and the thickness of 

the diaphragm in determining the sensitivity of the 
sensor. The paper makes an effort to determine the 
optimum length and positioning of piezoresistors. 
Our previous work [18] describes the design and 
simulation of micro piezoresistive pressure sensor for 
pressure range of 0 to 1 MPa. The works considers 
placement of piezoresistors at maximum stress area 
and piezoresistor dimensions were varied to find the 
better combination. All the works mentioned, 
considers the placement of resistors at maximum 
stress area. But there are very little works which 
explains the individual resistor dimensions viz., 
length, width and thickness effect on the output of the 
sensor. In this work DoE and ANOVA (Analysis of 
Means) using Taguchi method are in used to find the 
best combination of piezoresistors dimensions and to 
analyze the effect of individual piezoresistor 
dimensions on the output of the sensor. This paper is 
the first of its kind in find the optimized dimensions 
and illustrate the individual piezoresistor effect on 
sensor performance using DoE and ANOVA. 

Organization of the paper: Section 2 illustrates the 
design of the piezoresistive pressure sensor, in 
Section 3 describes the use of DoE to find the 
optimum combinations of piezoresistors for high 
sensor response (output voltage). Section 4 describes 
the use of ANOVA to analyze the effect of 
piezoresistor dimensions on the sensor performance. 
Section 5 proposes conclusion. 

 
 

2. Design of Piezoresistive Pressure 
Sensor 
 

Piezoresistive pressure sensor is designed with 
placing four piezoresistors on a square diaphragm. 
The diaphragm dimension is 400 µm×400 µm and 
10 µm thickness (Fig. 1) [18]. 

 
 

 
 

Fig. 1. Piezoresistor pressure sensor schematic view. 
 
 

P-type silicon piezoresistors are used as they 
exhibit good gauge factor compared to n-type. 
Diaphragm is considered as n-type silicon. Cr and Al 
is used as connectors. Cr is usually considered to 
have a bonding between the semiconductor and the 
metal contact. The properties of the materials used 
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for simulation are mentioned in Table 1. Resistors 
and connectors are configured in the form of 
Wheatstone bridge with applied input voltage of 5 V. 
Initially the bridge is balanced with a small offset 
voltage. Pressure in applied to the back side of the 
diaphragm, as shown in Fig. 2. 

  
Table 1. Material properties of the model. 

 

Material 
Property 

P-type Silicon 
(Piezoresistors) 

N-type Silicon 
(Diaphragm) 

Young's 
Modulus 

129 GPa 170 GPa 

Poisson's 
ratio 

0.22 0.28 

Density 2330 [kgm-3] 2330 [kgm-3] 
 

 
 

 
 

Fig. 2. Piezoresistive Pressure Sensor. 
 
 

Pressure is varied from 0 to 1 MPa following the 
design aspects mentioned in our previous work [18] 
i.e., diaphragm thickness 10 um is considered, 
keeping fabrication aspects in mind. For diaphragm 
dimensions, the concept of thin plate theory has been 
included, according to which the length of the 
diaphragm must be at least 10 um×20 = 200 um [19]. 
Small deflection theory of bending of thin plates says 
that, the maximum deflection must be within 1/5th of 
the thickness of the diaphragm. So the diaphragm 
with 10 µm thickness should have deflection around 
2 µm. The diaphragm dimensions were finally fixed 
by carrying out simulation of maximum deflection 
v/s diaphragm dimensions. Simulation results show 
that the maximum diaphragm dimension should be 
400 um×400 um and the results are mentioned  
in Table 2. 
 

Table 2. Diaphragm dimension and displacement. 
 

Diaphragm 
Thickness (um) 

Diaphragm 
Size (um2) 

Max. 
Displacement (um)

10 400×400 2.6254 

10 500×500 6.3379 

10 600×600 13.024 

 

The designed models are simulated using 
COMSOL Multiphysics. The designed models are 
simulated for the pressure range of 0 to 1 MPa. The 
potential distribution plot is shown in Fig. 3 for input 
voltage of 5 V. 

 
 

Fig. 3. Electric potential of the PZR pressure sensor. 
 
 

3. DoE: A Taguchi Approach to Find 
Optimum Combination of 
Piezoresistor Dimensions 
 

Basically the paper follows Design of 
Experiments using Taguchi methods. Taguchi 
method is also known as robust design method. This 
method considers first the number of parameters 
influencing the quality characteristics/responses of 
the devices [20]. Typically, a process optimization 
will have several control factors which directly 
decide the desired value of the output. The 
optimization process then involves determining the 
best control factor levels so that the output is at the 
desired level [21]. In this case the design set up and 
performance parameters are described in Fig. 4. 

 
 

 
 

Fig. 4. Signal Factor diagram for DoE. 
 
 

Pressure is input to the sensor, the performance of 
the sensor in normal operating conditions mainly 
depend upon, diaphragm dimensions and 
piezoresistor dimensions. In this work the focus in on 
finding the effect of individual resistor dimensions on 
the performance of the sensor, keeping all other 
conditions ideal. Although temperature is one of the 
noise factors which affect the performance of the 
sensor, it is not considered here as the focus is on 
PZR dimensions optimization. DoE was performed 
with varying dimensions of piezoresistors with 
predefined combinations following L9 orthogonal 
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array. Although DoE gives insight about the effect 
and optimum piezoresistor combinations, there is one 
more method called ANOVA (Analysis of Means), 
which gives a better insight of effect analysis of 
individual dimension effect analysis. In this work 
both DoE and ANOVA are used to serve the cause.  

The factors affecting the sensor performance are 
piezoresistor dimensions viz., 1. Length (A). 2. 
Width (B). 3. Thickness (C). 

The above mentioned factors are taken here for 
effect analysis and to find the optimum combinations. 
Each of these factors (A, B, C) are assigned with the 
three distinct levels. The level assignment is based on 
the literature studies and the papers (works on 
piezoresistor pressure sensors) that we have 
published. The literature reveals that the lower bound 
on the piezoresistor length is 50 µm, for width it is 
5 µm and for thickness it is 4 µm (and below). The 
upper bound happens to be 100µm for length, 15 µm 
for width and 6µm for thickness. Table 3, presents 
the factors and their levels assigned. 

 
 

Table 3. Factors and their levels. 
 

Factors Level 1 Level 2 Level 3 
Length (A) 50 µm 75 µm 100 µm 
Width (B) 5 µm 10 µm 15 µm 
Thickness (C) 4 µm 5 µm 6 µm 

 
 

For the levels assigned, the simulation was 
conducted as per the L9 orthogonal array, which is a 
standard array. In this array 1, 2, 3 represent the 
levels of respective factors. In the array, for any pair 
of columns, all combinations of factor levels occur 
and they occur equal number of times, hence the 
array is orthogonal. The last column of the Table 3, 
represents the responses, i.e., output voltage of the 
sensor. Simulation was conducted for six repeated 
times and an average value is taken for say 
experiment i, where i =1, 2, 3, … 9 different 
experiments/simulation combinations. The factors, 
their combination and the simulation results are 
tabulated in Table 4. 

 
 

Table 4. Experiment as per L9 orthogonal array. 
 

Expt. 
No 

Column Number and Factor 
Assigned Output Voltage 

’V’ (mV) at 
1MPa of input 

pressure 

1. 
Length 

(A) 

2. 
Width 

(B) 

3. 
Thickness 

(C) 
1 1 1 1 V1=348.02 
2 1 2 2 V2=203.73 
3 1 3 3 V3=183.69 
4 2 1 2 V4=769.93 
5 2 2 3 V5=424.22 
6 2 3 1 V6=351.35 
7 3 1 3 V7=1169 
8 3 2 1 V8=715.37 
9 3 3 2 V9=483.67 
 

From the response data in the Table 3, the overall 
mean is computed, as 

 ݉ = 19෍ ௜ܸ = 19 ሾ ଵܸ + ଶܸ + ⋯+ ଽܸሿଽ
௜ୀଵ  

     =516.54 mV 
 
 

3.1. Effect of Factors at Different Levels 
 

This section presents the effect of the Length, 
Width and Thickness factors at different levels. All 
the mean values and effect values are in mV. 
 
 
3.1.1. Effect of Length (A) at Different Levels 
 

The effect of Length (A) at level 3 is given by the 
result of experiment number 7, 8, 9.  

 ݉஺ଷ = 13 ሾ ଻ܸ + ଼ܸ + ଽܸሿ = 789.34	 
 
The effect of Length (A) at level 2 is given by the 

result of experiment number 4, 5, 6.  
 ݉஺ଶ = 13 ሾ ସܸ + ହܸ + ଺ܸሿ = 515.16	 
 
The effect of Length (A) at level 1 is given by the 

result of experiment number 4, 5, 6.  
 ݉஺ଵ = 13 ሾ ଵܸ + ଶܸ + ଷܸሿ = 245.14	 
 
The effect of length (A) at level A3 is given by, 

(mA3-m) = 272.8. 
The effect of length (A) at level A2 is given by, 

(mA2-m) = -1.38. 
The effect of length (A) at level A1 is given by, 

(mA1-m) = -271.40. 
 
 

3.1.2. Effect of Width (B) at Different Levels 
 

The effect of Width (B) at level 3 is given by the 
result of experiment number 3, 6, 9.  
 ݉஻ଷ = 13 ሾ ଷܸ + ଺ܸ + ଽܸሿ = 339.57	 

 
The effect of Width (B) at level 2 is given by the 

result of experiment number 2, 5, 8.  
 ݉஻ଶ = 13 ሾ ଶܸ + ହܸ + ଼ܸ ሿ = 447.77	 
 

The effect of Width (B) at level 1 is given by the 
result of experiment number 1, 4, 7.  

 ݉஻ଵ = 13 ሾ ଵܸ + ସܸ + ଻ܸሿ = 762.31	 
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The effect of Width (B) at level B3 is given by, 
(mB3-m) = -176.97. 

The effect of Width (B) at level B2 is given by, 
(mB2-m) = -68.77. 

The effect of Width (B) at level B1 is given by, 
(mB1-m) = 245.77. 

 
 

3.1.3. Effect of Thickness (C) at Different 
Levels 

 

The effect of Thickness (C) at level 3 is given by 
the result of experiment number 3, 5, 7.  
 ݉஼ଷ = 13 ሾ ଷܸ + ହܸ + ଻ܸሿ = 592.30  

 

The effect of Thickness (C) at level 2 is given by 
the result of experiment number 2, 4, 9.  
 ݉஼ଶ = 13 ሾ ଶܸ + ସܸ + ଽܸሿ = 485.77  

 
The effect of Thickness (C) at level 1 is given by 

the result of experiment number 1, 6, 8.  
 ݉஼ଵ = 13 ሾ ଵܸ + ଺ܸ + ଼ܸ ሿ = 471.58  

 
The effect of Thickness (C) at level C3 is given 

by, (mC3-m) = 75.76. 
The effect of Thickness (C) at level C2 is given 

by, (mC2-m) = -30.77. 
The effect of Thickness (C) at level C1 is given 

by, (mC1-m) = -44.96. 
 
All the above calculations are theoretical. The 

same was implemented using Minitab 17 software the 
results show exact similarities to the theoretical. The 
individual analysis of means for Length, width and 
thickness are plotted in Figs. 5, 6, 7. All the factors 
effects can be plotted in the form of means plots as 
shown in Fig. 8.  

Above figure shows the analysis of means for 
length factor of piezoresistor. This mean is around 
the overall mean. Where α is the maximum 
acceptable level of risk for rejecting a true null 
hypothesis. It is expressed as a probability ranging 
between 0 and 1. Α is frequently referred to as the 
level of significance, it should be set before 
beginning the analysis. The most commonly used a-
level is 0.05. At this level, the chance of finding an 
effect that does not really exist is only 5 %. Fig. 7, 
describes the means plot for piezoresistor thickness 
factor. All level factor effects can be observed that 
they are near to overall mean.  

The combined plot of analysis of means for all 
three factors is shown in Fig. 8. 

The interaction plot of the 3 factors is plotted in 
Fig. 9. The plot considers the interaction of all 
factors, keeping one factor constant and varying other 
two. This plot gives better insight on optimum levels 
and combinations desired. 

 
 

Fig. 5. Analysis of Mean for Length. 
 
 

 
 

Fig. 6. Analysis of Mean for Width. 
 
 

 
 

Fig. 7. Analysis of Mean for Thickness. 
 

 
 

Fig. 8. Analysis of Means for the factors. 
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Fig. 9. Interaction plot for 3 factors. 
 
 

Based on the theoretical calculation, observations 
and plots using Minitab 17, now we can find the 
optimum combinations of factors. The optimum 
combinations are indicated where the contribution of 
the level to deviate away from the mean. Table 5, 
presents the optimum levels indicated with * mark. 

 
 

Table 5. Optimum Combinations. 
 

Factors 
Levels 

1 2 3 
A Length 245.14 515.16 789.34* 
B Width 762.31* 447.77 339.57 
C Thickness 471.58 485.77 592.30* 

 
 

The means plot describes thickness has got least 
effect, so it can be neglected while considering the 
combinations. But considering all factor effects the 
optimum combinations to have enhancement in 
output voltage the combinations need to be preferred 
are A3B1C3 or A3B1C2. Minitab 17 was trained for 
optimum combinations, and the following plot shows 
the required combinations with levels, which are in 
accordance with the calculated optimum 
combinations. The optimum combinations with levels 
are plotted in Fig. 10. 

 
 

 
 

Fig. 10. Optimization Plot. 

The objective of the Taguchi methods is to predict 
optimum condition/combinations. The optimum 
predicted conditions as mentioned in the Table 5 
A3B1C3. Using the additive model, the value of V 
under optimum combinations as, 

 ܸ = ݉ + (݉஺ଷ − ݉) + (݉஻ଵ −݉) + (݉஼ଷ −݉) 
 = 1.074V 

 
A verification simulation is conducted after 

determining the optimum conditions and predicting 
the response with these combinations. The result of 
the verification simulation is compared with the 
predicted value of V. Predicted value of V is 1.074 V 
and the verification simulation gave the response for 
V as 1.19 V. So this actually concludes that this 
model is adequate in describing V in terms of the 
variables defined.  

 
 

4. ANOVA: Analysis of Means Approach 
to Find the Effect of Piezoresistor 
Dimension of Sensor Response  

 

The effect of different factors of piezoresistor and 
an optimized levels and combinations were defined 
using means plot in the previous section. But the 
better insight of relative effect of different factors can 
be obtained by decomposition of variance, known as 
Analysis of Variance (ANOVA). ANOVA also 
provides the variance for the factor effects and 
variance of the prediction error. It involves three 
decompositions viz., grand sum of squares, sum of 
squares due to mean and total sum of squares.  

Where Total sum of squares = (Grand sum of 
squares – sum of squares due to mean) 

The model of experimentation is same as defined 
in Section 3 following Fig. 4. All factor and their 
levels defined in above section i.e., in DoE are 
followed in this section too. Same responses i.e., the 
output voltage for input pressure of 1 MPa is 
considered for ANOVA.  
 

ANOVA: 
 
1. Grand Sum of Squares (GSS) is given by 

GSS = ∑ ௜ܸଶ =ଽ௜ୀଵ 3204819.33 (mV)2 
 

2. Sum of Squares due to Mean (GSM) is given by 
GSM = (number of experiments)Xm2 

= 9(516.54)2=2401322.14 (mV)2 

 

3. The Total Sum of Squares (TSS) is given by  
TSS = ∑ 	( ௜ܸ − ݉)ଶ =ଽ௜ୀଵ 803373.24 (mV)2 

 

4. TSS=GSS-GSM=3204819.33-2401322.14≈ 
803497.19 (mV)2 
 

5. Sum of Squares due to individual factors 
1) Sum of squares due to Factor A. Length 

=[3(mA1-m)2+3(mA2-m)2+3(mA3-m)2] 
=444239.11 (mV)2 

 



Sensors & Transducers, Vol. 211, Issue 4, April 2017, pp. 8-15 

 14

2) Sum of Squares due to Factor B. Width 
=[3(mB1-m)2+3(mB2-m)2+3(mB3-m)2] 
=289351.74 (mV)2 

3) Sum of Squares due to Factor C. 
Thickness 

=[3(mC1-m)2+3(mC2-m)2+3(mC3-m)2] 
=26123.30 (mV)2 

 
Based on the above findings, ANOVA table is 

prepared, and is shown in Table 6. 
 
 

Table 6. ANOVA table. 
 

Factors DoF 
Sum of 
Squares 

Mean 
Squares 

F Ratio

A. Length 2 444239.11 222119.55 1.211 
B. Width 2 289351.74 144675.87 0.78 
C. Thickness 2 26123.30 13061.65 0.007 
Error 0 0 ----  
Total 6 759714.15 ----  
(Error) 4 733590.85 183397.71  

 
 

The above table is prepared by neglecting  
the effect of factor C-Thickness, as it has  
minimum effect. 

DoF - Degree of Freedom. F ratio is calculated by 
F=Mean square value/error.  

From ANOVA Table 6, factor A is responsible 
for (444239.11/759714.15)=58.47 % percent of 
variation of V (output voltage). Simillarly All factor 
effects are tabulated in Table 7.  

 
 

Table 7. Effect of individual factors  
on the putput of sensor. 

 

Factors 
Percentage effect of 

factors for variation in 
output voltage in ‘%’ 

Length of piezoresistor 58.47 
Width of piezoresistor 38.08 
Thickness of piezoresistor 3.43 

 
 

5. Conclusions 
 

The paper presents a very unique and novel 
technique of finding the individual effect of 
piezoresistor dimensions on the output of the sensor 
and the optimum combinations of levels required to 
enhance the output voltage. Design of Experiment 
and ANOVA methods are used to achieve the 
purpose. The results and observations suggest the 
best combination of levels to optimize the response 
of the sensor is A3B1C3 i.e., 100 µm×5 µm×6 µm. 
The predicted response after optimization (using 
DoE) was 1.074 V and the validation simulation 
using the optimum combinations shows the response 
value of 1.19 V. And ANOVA method describes that 
the effect of Length of the piezoresistor has highest 
effect on the output variations of the sensor. Length 

has 58.74 % effect next is width with 38.08 % effect 
and least is the effect of thickness 3.43 %. Therefore 
to enhance the output response of the sensor, length 
of piezoresistor has to be carefully addressed. 
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Abstract: SnO2 based sensing nano-material have been synthesized by simple chemical route using 
Stannic (IV) chloride-pentahydrate (SnCl4.5H2O) as precursor. The structural properties of the prepared SnO2 
nano-particles annealed at different temperatures have been characterized by X-ray diffraction (XRD) analysis. 
The XRD patterns showed pure bulk SnO2 with a tetragonal rutile structure in the nano-powders. By increasing 
the annealing temperatures, the size of crystals were seen to increase, the diffraction peaks were found narrower 
and the intensity was higher. SnO2 films prepared by spin coating the prepared nano-material solution was tested 
at different temperatures for methanol vapour and it showed that the film prepared from SnO2 powder annealed 
at 500 °C shows the higher sensitivity to methanol vapour at 150 °C substrate temperature with significantly low 
response and recovery time. 
 
Keywords: SnO2 sensing material, Annealing, Methanol, Gas sensor. 
 
 
 

1. Introduction 
 
Methanol is an extremely lethal organic solvent 

and is often fatal to living beings. It is highly 
carcinogenic and may cause serious adverse effect on 
health and environment. Significant exposure of 
methanol can cause bronchial constriction, narrowing 
of airways, increased pulmonary resistance, changes 
in metabolism and even irritation to mucus membrane 
in eyes [1]. But in the field of manufacturing of drugs, 
perfumes, dyes, power sources, etc., methanol has 
extensive applications [2]. So although methanol is 
harmful, use of this solvent is almost unavoidable. 
Therefore, a methanol sensor is in huge demand which 
has reliability in detection. Detection of methanol at 
low concentration levels would be even more 
important as small amount of leakage to the 
environment could be detected and necessary 
measures could be taken to save the living beings as 

well as the environment from any danger from 
methanol.  

Researchers have reported the use of many metal 
oxides for methanol sensing in many different forms 
like nanorods, nanosheets, nanoribbons, nanobelts, 
thick film, thin film, etc., among which SnO2 is 
established as a popular choice owing to its various 
physical characteristics [3]. It is an n-type wide 
bandgap (3.6 eV) semiconductor that shows high 
sensitivity to volatile gases, stability, non-toxicity an 
abundancy. SnO2 shows sensitivity to various 
oxidizing and reducing gases and has superior 
reproducibility. SnO2 is a low cost material and has 
been developed as different structures for sensing 
various oxidizing and reducing gases. SnO2 have been 
studied for alcohol gas sensors [4], H2S gas sensor [5], 
ammonia sensor [6], CO2 gas sensor [7], NO2 sensors 
[8]. Gases which are a subject of risk to the 
environment like combustible gases, organic vapours, 

http://www.sensorsportal.com/HTML/DIGEST/P_2919.htm
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toxic gases needs to be controlled and SnO2 have been 
extensively exploited for the purpose. 

While preparing SnO2 material for gas sensing 
applications, annealing is an important process that 
activates the material for the purpose of gas sensing. 
Annealing process confiscates the surface oxygen 
anions and leads to surface made of tin cations in 
various bonding arrangements and oxidation states 
with delocalized electronic structure [13]. Adsorption 
of various gases onto the surface of the treated SnO2 
by annealing process alters the surface electronic 
properties and allows detection of gas through 
conductance measurements. 

Herein, preparation of SnO2 based gas sensor is 
presented which is developed using a simple wet 
chemical process for methanol sensing. In this paper, 
analysis of variations seen in the characteristics of the 
prepared SnO2 material at different annealing 
temperatures is presented. This work brings forward 
the importance of selection of a proper annealing 
temperature for preparing SnO2 for methanol sensing. 
This paper includes the description of chemisorption 
sensing reaction scheme of the gas sensor on exposure 
to methanol, the preparation of the sensing material, 
its structural as well as electrical characterization. 

 
 

2. The Chemisorption Mechanism of the 
Sensor Towards Methanol  
 
An adsorption/desorption process of oxygen and 

the gas molecules at the sensor surface governs the 
SnO2 sensing mechanism. The chemical reaction 
mechanism is therefore very essential for portraying a 
clear view of the sensing operation. 

During chemisorption reaction, when the SnO2 
film is heated in air, the atmospheric oxygen is 
converted to different ionic form such as O2

¬, O-, O2- 
by acquiring the trapped electrons from the conduction 
band. The oxidation reaction (which is temperature 
dependent) that takes place is as follows [9] 

O2 + e- → O2
- (T < 100 °C) 

O2
- + e- → 2O- (100 °C <T <300 °C) 

O-+ e- → O2- (T >300 °C) 
This oxidation reaction results in an energy band 

bending as the trapped oxygen gets reduced in number 
from the surface and oxygen in ionic form gets 
adsorbed on the SnO2 surface which leads to an 
increase in resistance of the sensor film.  

It was proposed in [10-13] that at an operating 
temperature between 100 °C - 300 °C, the sensitivity 
of pure SnO2 film is maximized to reducing gases. For 
methanol, the absorbed alcohol molecules are very 
reactive and easily oxidize to form CO2. At this 
temperature range, the O- is highly active and acts as 
the dominating ionic species of oxygen present in the 
surface of the sensing layer. This ionic species thus 
turn as major adsorbed species that influence 
sensitivity of sensor element. On the other hand, O2

- is 
categorized as ‘electrophilic’ agent and O2- as 
‘nucleophilic’ agent connected with the lattice at the 

surface and are highly unstable and do not take 
significant role in inducing sensitivity. While O- 
dominates the decomposition reaction of methanol 
when exposed to the sensing surface layer. Methanol 
is initially adsorbed on the surface of SnO2 as a form 
of methoxide (OCH3) and then reacts with adsorbed 
oxygen ions at the surface of SnO2. 

Methanol mainly decomposes following the 
dehydrogenation path into formaldehyde and 
consequently into formic acid following the reaction 
steps releasing electrons into the conduction band as 
given below [1]: 

 CHଷOH୥ୟୱ → CHଷOୟୢୱ + Hୟୢୱ (1) 
 CHଷOୟୢୱ + Oୟୢୱି → CHଶOୟୢୱ + 12HଶO + eି CHଷOୟୢୱ → CHଶOୟୢୱ + Hୟୢୱ CHଶOୟୢୱ → CHଶO୥ୟୱ (2) 

 CHଶOୟୢୱ + Oୟୢୱି → HCOOୟୢୱି + Hୟୢୱ HCOOୟୢୱି → COଶ୥ୟୱ + Hୟୢୱ + eି Hୟୢୱ + Hୟୢୱ → Hଶ୥ୟୱ (3) 

 
As shown in Equation (1), (2) and (3), methanol 

first decomposes into methoxy group (CH3O (ads)) 
which again decomposes into formaldehyde groups 
(CH2O (ads)). A part of this group also desorbs as 
CH2O (gas). The remaining CH2O reacts with 
adsorbed oxygen O-

ads resulting in species like HCOO-

(ads) which is very unstable and so further decompose 
to CO2. Subsequently, the electrons are returned back 
to the metal oxide, which results in an increase of 
conductance. The hydrogen atoms combine to form 
molecular hydrogen gas. The increase in conductivity 
due to liberation of electrons back into the conduction 
band represents the response of the sensor.  
 
 
3. Experimental 
 
3.1. Sensing Material Preparation 
 

The sample preparation procedure involves a low 
cost wet chemical method. Stannic (IV) chloride-
pentahydrate (SnCl4.5H2O) (from Sigma Aldrich) is 
dissolved in distilled water to prepare 0.1 M solution 
to which NH4OH aquous solution (1 mol/L) was 
added dropwise under constant stirring for 1hr to get 
white precipitate of pure SnO2. The pH of the solution 
was maintained at 10. The precipitate was further 
washed with ethanol and DI water to remove NH4+ and 
Cl- ions. AgNO3 test was done to ensure removal of 
chloride ions from the precipitate. The samples were 
then preheated at 100 °C for 10 minute to remove 
organic residuals. Equations (4) and (5) shows the 
formation of SnO2 through the chemical process steps. 

 
[SnCl4+4NH4OH→ Sn(OH)4+4NH4Cl], (4) 
 

[Sn(OH)4→SnO2+2H2O] (5) 
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3.2. Deposition of the Prepared Sensing 
Material on Si/SiO2 Substrate: 

 

A 3” Si wafer of <100> orientation was cleaned 
and then oxidized to form SiO2 layer by PECVD 
deposition technique at pressure 0.8 torque at 250 °C 
for 150 sec. The prepared SnO2 solution was then spin 
coated onto the substrate at 3000 r.p.m. for 60 sec after 
which the substrate was cut into five samples of 
1.5 cm×1.5 cm and dried in an oven for 50-60 minutes 
maintaining the temperature within 90 °C to 100 °C. 
Then all the samples were annealed in a muffle furnace 
for 1hr to improve crystallinity of the sensing layer at 
five different temperatures of 200 °C, 300 °C, 400 °C, 
500 °C and 600 °C. 

The sensors were designed to operate in resistive 
mode for which wire bonding for electrical 
characterization was required. Thereby, metallization 
process was carried out in a vacuum coater at a 
pressure of 10-9 mbar and 80A current. The active 
sensing layer was protected by an aluminium foil and 
the space for metallization was exposed to Pd vapours 
in the metallization chamber which resulted in 
formation of Pd film of 266 nm thickness over the 
exposed region. The model used for vacuum coating is 
"HINDHIVAC" Vacuum coating Unit Model (HHV 
BC-300). The contact pad dimension was 3 mm × 
3 mm and the average distance between two lateral 
pads was 5 mm. Thin copper wires were used for wire 
connections using silver paste. The sample was then 
mounted on a glass slide and was kept in oven at 150 
°C for 1hr so that the paste dries up and a proper 

contact is made and then it was allowed to cool. The 
schematic diagram of the prepared sensor with its 
dimensions is shown in Fig. 1. 

 
 

 
 

Fig. 1. The prepared sensor structure. 
 
 

4. XRD Analysis 
 
The crystalline structure analysis of the samples 

annealed at five different temperatures was carried out 
using X-ray Diffractometer (Bruker AXS, D8 focus) 
with CuKα radiation as an X-ray source at 40 kV and 
30 mA in the scanning angle (2θ) from 100 to 700 with 
a scan speed of 0.020/s. The samples shows major 
reflections at (110), (101), (200), (211), (220), (002), 
(310), (112) and (301) crystal planes. Fig. 2 shows the 
XRD of the five samples and their variations in 
crystalline structure.  

 
 

 
 

Fig. 2. XRD pattern of the prepared materials at different annealing temperatures. 
 
 

These reflections shown in Fig. 2 correspond to the 
standard card (JCPDS card No. 041-1445) that can be 
indexed to standard pure bulk SnO2 with a tetragonal 
rutile structure [14-15]. No impurities were observed. 
It is seen that as the temperature increases, the 
prepared SnO2 nanomaterial becomes more 
crystalline. It is also observed that with the increase in 
temperature the diffraction peaks become narrower 
and exhibits a higher intensity. This can be ascribed to 
the change in crystal size.  

The first major peaks were then used to estimate 
the SnO2 crystallite size according to Debye-Sherrer 
formula [16]: 

ܦ  =  ,ߠݏ݋ܥߚߣ0.9
 
where λ is the wavelength of the incident X-ray 
(1.54Å), β is the full width at half maximum intensity 
of the distinctive peak, and θ is the Bragg’s angle. 
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The crystallite sizes were found to be increasing 
with increasing temperature shown in Table 1. So we 
can tune the material crystal size by varying the 
annealing temperature. 

 
 

Table 1. Variation of crystallite size 
with annealing temperature. 

 
Annealing temperature Crystallite size(nm) 

200 7.08 
300 7.55 
400 7.57 
500 8.2 
600 8.98 

 
 
5. Electrical Characterization 
 

A custom made sensor characterization set up as 
shown in Fig. 3 was used for measurement of the gas 
sensing properties based on two probe measurement 
technique. The prepared sensor was placed inside an 
air tight enclosed test chamber where an arrangement 
of heating the substrate to an optimum operating 
temperature was provided. All the five samples were 
tested to analyze the resistance variation with change 
in substrate temperature.  

 
 

 
 

Fig. 3. The sensing set up. 
 
 

Fig. 4 shows the resistances offered by the samples 
with change in substrate temperature starting from 
room temperature (27 °C) to 200 °C. An electrometer 
(Keithley 2400) was used to monitor the sensor 
resistances. It is observed that the samples annealed at 
200 °C and 300 °C showed very little change in 
resistances even when substrate temperature was 
increased up to 200 °C from room temperature. 
Although a change in resistance is seen for the sample 
annealed at 400 °C, but it become prominent with the 
sample annealed at 500 °C. For the sample annealed at 
600 °C, it is seen that the change in resistance with 
substrate temperature becomes insignificant. So, from 
this experiment it can be stated that among the 
prepared sensors, the one annealed at 500 °C exhibits 
a good amount of change in resistance with increase in 
substrate temperature and this characteristics is 
desirable for a sensing material to work efficiently as 
a gas sensor. 

 
 

Fig. 4. Resistance vs temperature of SnO2 samples 
synthesized at different annealing temperatures. 

 
 

With all the five prepared sensors, I-V 
characterization was performed (Fig. 5) to see the 
variation of current in the sensors with application of 
voltage from 1 V to 10 V.  

It is seen that for all the samples, the current 
increases as the substrate temperature rises on 
application of a certain voltage. Nevertheless, amongst 
all the samples, the current vs voltage variation was 
highest with the sample annealed at 500 °C, which 
indicates formation of better crystalline structures and 
grain boundaries on its surface, making it the most 
suitable sample for gas sensing operation. 
 
 
6. Response on Exposure to Methanol 
 
6.1. I-V Characterization 

 
Since the sample annealed at 500 °C exhibited a 

good amount of change in resistance with temperature 
variation, 500 °C can be inferred to be the optimum 
annealing temperature for SnO2 based sensing 
material to work as a gas senor. This sample was then 
further characterized with gas exposure. 

The sensor was experimented with methanol 
vapour at different operating temperatures and change 
in current through the sensor with varied applied 
voltages across the sensor was analyzed (Fig. 6). The 
operating temperature to the sensor was provided 
though a heater via a hot-plate as shown in Fig. 3. The 
flow of methanol vapour to the gas sensor chamber 
was controlled using a mass flow controller at 0.8slpm 
(model: Alicat MC-05slpm-D). By keeping the 
voltage fixed at a certain value, the gas was allowed to 
enter to the chamber and current readings were 
recorded. In all the samples, it is seen that after a 
certain period of time, the current became almost 
constant on a certain value. Nevertheless, it is found 
that rise in current level is highest when the operating 
temperature was maintained at 150 °C. 
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(a) Sample annealed at 200 °C 
 

(b) Sample annealed at 300 °C 

(c) Sample annealed at 400 °C 
 

(d) Sample annealed at 500 °C 

 

(e) Sample annealed at 600 °C 

 
Fig. 5. I-V characterization of the prepared sensors at different operating temperatures without gas exposure. 

 

 
 

Fig. 6. I-V characteristics of the gas sensor (annealed at 
500 °C) at different operating temperatures on exposure to 

methanol. 

6.2. Response and Recovery Time 
 

It is seen that the resistance exhibited by the 
samples decreases with time when exposed to 
methanol vapour and it increases during the recovery 
time. It is observed that at operating temperature of 
150 °C, the response and recovery time is lower than 
that of the other operating temperatures. At operating 
temperature of 150 °C the sensor’s response reached a 
stable value after 105 s upon exposure to methanol. 
After the sensor was refreshed with fresh air by 
opening the fresh air inlet and the gas outlet, it was 
seen that after 122 s, the sensor resistance returned to 
its baseline value as shown in Fig. 7. Response and 
recovery time at 150 °C operating temperature was 
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relatively lower amongst all other operating 
temperatures. The response and recovery times of the 
sensor at different operating temperatures is shown in 
the histogram in Fig. 8. 

 
 

 
 

Fig. 7. Gas sensor response at 150 °C operating 
temperature (Variation of resistance with time). 

 
 

 
 

Fig. 8. Response and recovery time of the sensor (annealed 
at 500 °C) at different operating temperatures. 

 
 
7. Conclusions 

 
Fabrication and characterization of SnO2 based 

methanol sensor is presented in this paper. SnO2 was 
prepared using a low cost wet chemical process and 
deposited on Si/SiO2 substrate by spin coating process. 
The deposited films was then annealed at five different 
temperatures of 200 °C, 300 °C, 400 °C, 500 °C,  
600 °C. XRD based characterization was carried out 
and it is found that with increase in temperature the 
crystallite size were increasing. Change in resistance 
of the sensing film was studied by varying the 
substrate temperature and it is found that the sample 
annealed at 500 °C showed prominent change in 
resistance with increase in substrate temperature as 
compared to the other samples which makes the 
sample annealed at 500 °C better choice for gas 
sensing. So, the sensors annealed at 500 °C was further 
characterized with exposure to methanol with various 
operating temperature and it is found that the prepared 

sensor works better at an operating temperature of  
150 °C. The response and recovery time was also 
studied. It is seen that the sensor’s response reached a 
stable value after 105 s upon exposure to methanol and 
it takes 122 s to reach the stable value while flashing 
the methanol from gas chamber. The response and 
recovery time of the fabricated sensor was studied for 
different operating temperature and it is found that at 
150 °C response and recovery time is lower as 
compared to other operating temperatures. In this 
work it is found that SnO2 as gas sensor for methanol 
sensing, 500 °C is optimum temperature for annealing 
and at 150 °C operating temperature better response is 
obtained. 
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Abstract: Synthesis of nanocrystalline CdSnO3 powder by ultrasonic atomizer assisted wet chemical method is 
reported in this paper. Synthesized CdSnO3 powder was characterized by X-Ray Diffraction (XRD), Field 
Emission Scanning Electron Microscopy (FESEM) and Transmission Electron Microscopy (TEM) to examine 
phase and microstructure. FESEM and TEM analysis reveals that the CdSnO3 powder prepared here is porous 
monodisperse nanocrystalline in nature, with average particle size of approximately 17 nm or smaller. The 
material is also characterized by UV-Visible and Photoluminescence (PL) spectroscopy. Thick films of 
synthesized CdSnO3 powder fired at 850 °C are made by using screen printing method. The films surface is 
modified by using dipping method. CuCl2 (0.005M) dipped (for 2 min) thick film shows high response (R= 477) 
to 100 ppm methanol at room temperature (35 °C). The sensor shows good selectivity and fast response recovery 
time to methanol. The excellent methanol sensing performance, particularly high response values is observed to 
be mainly due to porous CdSnO3 surface. 
 
Keywords: Cadmium stannate, Nanocrystalline powder, Thick films, Methanol sensors. 
 
 
 
1. Introduction 

 

In the last 2-3 decades the development of 
industrial zone uses methanol in many industrial 
processes, home appliances, as a fuel, and in the 
production of biodiesel. Volatile organic compounds 
(VOCs) are easily evaporated at room temperature, 
which can cause both short-and long-term adverse 
health effects, such as breathing discomfort, cancers of 
nervous system, endocrine system and the brain [1-2]. 
However methanol has strong toxicity and affects on 
nervous system. Researchers have comparatively 
more focused on methanol as compare to other volatile 
organic compounds. Thus it is necessary to develop 
high response and selectivity methanol gas sensor. 
Metal oxide semiconductor gas sensors play an 
important role in environmental monitoring [3].  

Metal oxide semiconductor (MOS) gas sensor, as 
one of the most important conductometric sensors, has 
attracted dramatic attentions due to their numerous 
positive features [4-7]. Phase control of perovskite 
oxides (ABO3) with a desired composition is still a 
challenge owing to their various stoichiometries (e.g. 
typical formulas of ABO3, A2BO4 and AB2O4) and the 
associated complex structures [8-9]. In recent years, 
considerable efforts have been devoted to the synthesis 
of these complex metal oxides [10]. More effort is 
needed to reveal their phase evolution and formation 
mechanism, which is much important for addressing 
their properties and technological potentials with a 
specific phase. It is well-known that the gas sensing 
characteristics are greatly dependent on its 
morphology and structure, such as porosity, grain size, 
surface-to-volume ratio, and morphology. The 
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CdSnO3 is a perovskite material, which has good 
thermal and chemical stability due to this it is good 
candidate for gas sensor. The perovskite and ilmenite 
cadmium stannate (CdSnO3), have been used as 
alcohol vapor sensing materials [10-13]. In recent 
years, cadmium stannate (CdSnO3) used as 
electrochemical material [14-15]. CdSnO3 have shown 
quite attractive gas sensitivity properties to various 
gases such as C2H5OH gas [16], chemical warfare 
agents Chloro Ethyl Sulphonate (CEES)  
[17-18]. 

Modification of pure semiconductor metal oxide is 
another effective and simple way to improve the gas 
sensing performance by increasing response, 
selectivity, stability and decreasing the response-
recovery time [19-24]. In recent years, some metal 
oxides and complex metal oxides have been reported 
to be used as methanol gas sensors [25-34]. But many 
of those sensors work at high temperature [26-34]. 

 
 

2. Experimental 
 
2.1. Synthesis and Characterization of 

CdSnO3 
 

Ultrasonic atomization assisted chemical method 
was used to synthesize CdSnO3 nanoparticles. All the 
chemicals were of analytical grade and used as-
received without further purification. In a typical 
procedure we took 1.1417 g CdCl2.H2O and 1.7528 g 
SnCl4.5H2O were respectively dissolved in 100 ml 
ethanol (99.9 % purity) to make 0.05 M solution. 
0.5 ml hydrochloric acid (HCl) was added drop by 
drop into the solution of cadmium chloride (0.05 M, 
100 ml) called as solution A. SnCl4 solution (0.05 M, 
100 ml) was called as solution B. Solution A was 
mixed into solution B at room temperature with 
rigorous stirring for 10 min, forming a mixture of 
solutions called solution C. 5 ml double distil water 
was added into the mixture solution C. The mixture 
solution C was ultrasonicated for 60 minute by using 
ultrasonic atomizer (2.1 MHz Gapusol 9001 RBI 
Meylan, France). The solution C got transferred from 
the transparent form to viscous milky. The viscous 
solution was dried in hot air oven at 80 °C to get white 
precipitate powder. The powder was collected and 
fired at 850 °C for 1 hour in muffle furnace. 

 
 

2.2. Paste Formulation and Preparation of 
CdSnO3 Thick Films 

 
The thixotropic paste was formulated by mixing 

the nanocrystalline CdSnO3 powder fired at 850 °C 
with solvent of ethyl cellulose (a temporary binder) in 
mixture of organic solvents, such as butyl cellulose, 
butyl carbitol acetate and turpinol, etc. The ratio of 
inorganic and organic part was kept at 75:25 in 
formulating the paste. The paste was screen  
printed on glass substrates in the desired pattern to 

obtain the sensors. These sensors were fired at 500 °C 
for 30 minute to remove the organic binder 
permanently [35-36]. The films fabricated from as 
prepared nanocrystalline CdSnO3 powder were termed 
as ‘unmodified CdSnO3 films and referred to as S0 
sensor. 

 
 

2.3. Preparation of Cu-modified CdSnO3 
Thick Films 

 
The Cu-modified CdSnO3 thick films were 

prepared by dipping them into a 0.005 M aqueous 
solution of Copper chloride CuCl2.2H2O for different 
dipping time intervals of 1, 2, 3, 4 and 5 min and 
referred respectively as S1, S2, S3, S4 and S5 sensors. 
The films were dried at 80 °C under IR lamp, followed 
by firing at 500 °C for 30 min in muffle furnace. These 
surface modified films were called as ‘Cu-modified 
CdSnO3’ films. 

 
 

2.4. Characterization and Gas Sensor 
Measurements 

 

The phase and structural study of the powder were 
determined by powder X-ray diffraction (Bruker D8 
Advance) with Cu-Kα1 radiation (λ= 1.5406 Ao) 
operating at 40 kV, 30 mA at a scanning rate of 2o of 
2θ per minute over the range 20-80o. The powder was 
confirmed to be of CdSnO3. The morphology and 
nanostructure of the prepared thick films were 
investigated by using field emission scanning electron 
microscopy (FE-SEM: JSM 670 F, JEOL Tokyo 
Japan) and transmission electron microscope (TEM) 
(Philips-CM200) with an acceleration voltage of  
200 kV. TEM samples were prepared from depositing 
a drop of diluted suspension of the as-prepared 
powders in ethanol on a carbon film-coated copper 
grid. The chemical composition was investigated by 
using energy dispersive spectrum (EDAX). The 
thermal properties of the synthesized powder were 
analyzed by using thermogravometric-differential 
scanning calorimetry (TG-DSC) spectrum (STA-
6000, Perkin Elmer). The optical properties (band gap) 
were measured by using ultraviolet-visible 
spectrophotometer (Shimadzu, Japan) and 
photoluminescence spectrophotometer (PL, Perkin 
Elmer). The Fourier transform infrared (FTIR) 
spectroscopy was used to see the composition of CuO 
on CdSnO3 thick films.  

The gas sensing performance of the CdSnO3 thick 
films were tested in gas sensing system shown in 
Fig. 1. The prepared CdSnO3 thick films were cut and 
made electrical contacts by using purchased silver 
paste and copper wires. The sensor so fabricated was 
exposed to various gases mixed with air in chamber. 
After each exposure to gas, current Ia and Ig was 
measured by using picoammeter, where Ia and Ig are 
current flow through the sensor in air and in the test 
gas respectively. The sensor was exposed to the 
atmospheric air by opening the chamber. 



Sensors & Transducers, Vol. 211, Issue 4, April 2017, pp. 23-31 

 25

 
 

Fig. 1. Block diagram of the gas sensing system. 
 
 

2.5. Sensing Performance of the Sensors 
 

Gas response (S) of sensor is defined as the ratio of 
the change in conductance of the sensor on exposure 
to the target gas to the original conductance in air. It is 
given as: 

 S ൌ I୥ െ IୟIୟ , (1) 

 
where Ia and Ig are the current flowing through the 
sensor resistor in air and in a test gas medium 
respectively. The response time is a time required by 
the sensor to reach 90 % of its maximum increase in 
conductance on exposure of the gas. Recovery time is 
a time required to get back 90 % of the maximum 
conductance when the flow of gas is switched off. 
 
 

3. Results and Discussion 
 
3.1. Crystalline Structure and Morphology 

 
The crystalline structure of the as-prepared sample 

was characterized using XRD. As shown in Fig. 2, the 
XRD spectra of thick films prepared by powder fired 
at 850 °C for 1 hour. Fig. 2 shows XRD spectrum of 
(A) pure CdSnO3 thick film and (B) 2 min dipped 
(CuCl2) CdSnO3 thick film. All the diffraction peaks 
of precursor are indexed to the pervoskite CdSnO3 
(JCPDS card No. 01-080-3323) without impurity 
peak. The crystallite size is estimated using the 
Scherrer formula, 
ܦ  ൌ  (2) ,ߠݏ݋ܿߚߣ0.89

 
where λ is the wavelength of the X-ray radiation 
(λ=0.154 nm for CuKα1) and β is the peak width at half 
maximum at 2θ, θ is the Bragg diffraction angle, D is 
the mean crystallite size. Average crystallite size of the 
prepared sample was approximately 15.23 nm. The 
TEM images, Fig. 3 also reveals that the particles are 

of uniform nanospheres with an average diameter of 
less than 20 nm.  

 
 

 
 

Fig. 2. XRD of thick films of synthesized powder fired 
at 850 oC (A) Pure, (B) 2 min dipped CuCl2. 

 
 

 
 

Fig. 3. FESEM images of (a) and (b) pure CdSnO3,  
(c) 2 min dipped (S2), and (d) 5 min dipped (S5) CdSnO3 

thick films. 
 
 

The morphology and microstructure of the as-
prepared samples were characterized using FESEM 
and TEM. The FESEM image of pure CdSnO3 sample 
obtained after calcinations is shown in Fig. 3(a), from 
which a number of uniform nanospheres with an 
average diameter of 20 nm could be clearly seen. No 
other morphologies were detected, indicating a high of 
these nanospheres. Fig. 3(c) and 3(d) shows the 
FESEM images of 2 and 5 minute CuCl2.2H2O  
(0.005 M) dipped CdSnO3 films respectively. From 
figures it is seen that the surface get modified with 
respect to dipping time. The chemical composition of 
the thick films of pure and surface modified CdSnO3 
was measured by EDAX and it is observed that the 
amount of copper increases with respect to dipping 
time. 

To further investigate the morphology of the as 
prepared particles, the sample was characterized by 
TEM. Fig. 4(a)-(c) are TEM images of as obtained 
nanoparticles. Images possessed elongated 
nanoparticles having average dimensions less  
than 20 nm. Fig. 4(d) shows the corresponding  
selected area electron diffraction (SAED) pattern of 
prepared powder. Electron diffraction rings  
reveals the polycrystalline structure of the  
prepared nanoparticles.  
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Fig. 4. (a)-(c) TEM and (d) SAED images of the powder 
fired at 850 °C. 

 
 

The band gap of as prepare powder fired at 850oC 
was measured by using UV-Visible 
spectrophotometer. Fig. 5 shows the UV-Visible 
absorption spectrum of synthesized CdSnO3 powder. 
From the absorption spectrum, the band gap was found 
to be 3.1 eV. The measured band gap value is larger 
than the standard reported value of 2.9 eV. This blue 
shift may be occurred due to smaller particle size of 
CdSnO3. 

 
 

 
 

Fig. 5. UV-Visible spectrum of synthesized CdSnO3 
powder fired at 850 °C. 

 
 

The thermogravometric and differential scanning 
calorimetry (TG-DSC) analysis were carried out in 
nitrogen atmosphere, heating from 50 oC to 900 oC at 
the rate of 10 oC/min (Fig. 6). There is first weight loss 
observed at 100 oC due to the removal of water. At  
550 oC the decomposition of chloroethane is take 
place. The weight loss from 550 oC to 810 oC is due to 
removal of chloroethane. There is one exothermic 
peak occur at 840 oC is due to the crystallization of 
CdSnO3. The balance reaction of as synthesized 
powder is given in Equation (3). 
 

CdCl2*H2O + 6 C2H5OH + SnCl4*5H2O = 
CdSnO3 + 6 C2H5Cl + 9 H2O 

(3) 

 
 

Fig. 6. TG-DSC of synthesized powder. 
 
 

The defect states in CdSnO3 can be determined by 
photoluminescence (PL) spectroscopy. The PL spectra 
of CdSnO3 nanopowder was measured from 350 to 
550 nm at room temperature without any filters used 
in this study (Fig. 7). 

 
 

 
 

Fig. 7. PL emission spectrum of pure and surface modified 
CdSnO3 thick films with Exc.300 nm. 

 
 

Different extrinsic and intrinsic defect centers may 
be responsible for visible emissions [37-38]. The 
nanoparticles with large surface to volume ratios have 
a lot of defects on the surface, which can absorb the Oଶି  and Oି ions to form the Oଶି /Oି surface system. 
Schoenmakers at al [39] have demonstrated that this Oଶି /Oି surface system is the predominant of the 
electrons in conduction band, which play a key role in 
the formation of the visible emission centers. Fig. 7 
shows emission spectrum of pure and surface modified 
CdSnO3 thick films with excitation at 300 nm. It is 
seen from spectrum that the emission intensity of  
2 min dipped film is more than that of pure and other 
dipped films. It may be due to the more heterocontacts 
form on the surface of film S2 as compare to the 
others. The photoluminescence energy associated with 
localized defect levels can be used to identify specific 
defects and the amount of photoluminescence can be 
used to determine their concentration. 
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The amount of copper oxide on surface of dipped 
CdSnO3 (CuCl22H2O, 0.005 M) thick films were 
observed by FTIR spectrum (Fig. 8). From FTIR 
spectrum it is seen that pure CdSnO3 film (S0) do not 
show CuO peak and other films from S1 to S4 shows 
CuO peak with increasing absorbance. Peak intensity 
in infrared spectra shows the concentration of 
molecules in the sample. From IR spectrum (Fig. 8) it 
is observed that the amount of CuO increases with 
dipping time of films in CuCl2.2H2O (0.005 M) 
solution. The surface coverage of CdSnO3 films 
increases with dipping time, at 2 min dipped films 
there may be more heterocontacts on the surface as 
compare to other films. 

 
 

 
 

Fig. 8. FTIR spectrum of pure and surface modified 
CdSnO3 thick films. 

 
 

3.2. Gas Sensing Properties 
 

Thick films of synthesized CdSnO3 powder were 
surface modified by using dipping method and made 
electrical contacts by using purchased silver paste and 
copper wires. We measured methanol response of pure 
and surface modified CdSnO3 films. Fig. 9(a) shows 
the variation of response of sensors to methanol. It is 
observed that the 2 minute dipped film (S2) gives 
highest response to 100 ppm methanol at room 
temperature (35 oC) as compare to others. At 2 minute 
dipped film the heterocontacts between CuO and 
CdSnO3 may be larger as compare to the other films. 
The amount of Cu on surface was measured by EDAX 
and it shows the amount increases with dipping time. 
The methanol is more easily dissociated on 
heterocontacts as compare to pure CdSnO3. It is 
known the operating temperature play important role 
in determining gas sensing performance of the sensor. 
Thus to determine optimal operating temperature to 
detect methanol the gas sensing measurement were 
carried out at different operating temperature to  
100 ppm methanol. It is observed from experiment that 
the sensor S2 shows slowly ascending response from 
room temperature to 150 oC and descends very quickly 
above 150 oC operating temperature (Fig. 9 (b)). 

 

 
 

Fig. 9. (a) Response of pure and surface modified sensors 
to 100 ppm at 35 oC. (b) Response versus operating 

temperature of the sensor exposing to 100 ppm methanol. 
 
 

The selectivity of gas sensors is the ability that a 
sensor can distinguish different kinds of gases. 
Selectivity is important gas sensing property. We 
measure the selectivity of sensor to various gases at 
room temperature. The CuCl2 dipped (for 2 minute) 
CdSnO3 thick film (Sensor S2) gives good selectivity 
to methanol. It can be seen that the sensitivity of sensor 
S2 to methanol was higher than the sensitivity for 
other gases at room temperature. Fig. 10(a) shows 
selectivity of the sensor S2 to various gases.  

 
 

 
 

Fig. 10. (a) Selectivity of sensor S2 to 100 ppm vapors 
at 35 oC, (b) Response versus methanol concentration 

of sensor S2 at 35 oC. 
 
 

The sensing performance of the sensor S2 to 
methanol with different concentration was also 
performed at room temperature (35 oC). Fig. 10(b) 
shows methanol response of the sensor S2 tested at 
various methanol concentrations: 5, 10, 20, 50, 100, 
200, 500 ppm at room temperature (35 oC). From 
experiments it is observed that the response increases 
with concentration. At lower concentrations, the 
response increases fastly and then slowly at higher 
concentrations of methanol. Stable output of the 
sensor is important characteristic of sensor for 
practical application. The experiments to test sensor 
performance were repeated for few days to study the 
stability. As seen from experiment (Fig. 11(a)), the 
long term stability of the sensor has nearly constant 
response to 100 ppm methanol vapors, which 
confirmed the good stability of Cu modified CdSnO3 
thick film (S2). 
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Fig. 11. (a) Stability of sensor S2, and (b) Response 
recovery curve of sensor S2 to 100 ppm methanol at room 

temperature (35 oC). 
 
 

The response and recovery time is an important 
factor to evaluate the gas sensing properties of the 
sensor. The response time was defined as the time 
required for the variation in resistance to reach 90 % 
of the equilibrium value after a test gas was injected, 
and the recovery time as the time necessary for the 
sensor to return to10 % above the original resistance 
in air after releasing the test gas. The response 
recovery time of the sensor S2 to 100 ppm methanol 
at 35 oC was measured. It is observed that the sensor 
response in 2 seconds and recover in 5 seconds. 
Response and recovery times of the sensor were 
measured to check repeatability and reproducibility 
(Fig. 11(b)). The sensor was observed to be 
reproducible. The sensor S2 exhibited fast response 
(2 s) and quick recovery (5 s). These values are 

notable when compared with the response and 
recovery times reported values by the other 
researchers (Table 1). The rapid response and recovery 
of our sensors are due to the porous structure of 
CdSnO3 nanospheres, the CuO modified CdSnO3 
nanospheres based thick film sensor (S2) exhibit 
excellent reproducibility as four reversible cycles of 
the response curve maintain their initial response value 
shown in Fig. 8(b). Furthermore, a comparison of this 
work and some typical metal oxide gas sensors to 
methanol is presented in Table 1. It should be pointed 
that the CuO modified CdSnO3 thick film in present 
study exhibit higher response and shorter response and 
recovery time when compared with other metal oxide 
semiconductor sensors reported in previous works 
[25-34]. The response of nanocrystalline CdSnO3 
thick film sensor S2 to methanol is much higher than 
the responses reported in literature, as shown in  
Table 2. 

 
 

Table 1. Qunatitative elemental analysis. 
 

Element 
(wt %) 

Dipping time (min) 
0 

(pure)
1 2 3 4 5 

Cd 22.19 20.09 19.30 18.45 19.53 18.70
Sn 21.31 21.18 20.75 20.16 19.74 20.06
O 56.50 56.12 55.68 55.90 54.20 53.12
Cu - 2.61 4.27 5.49 6.53 7.58 

 
 
 

Table 2. Comparison of the sensing performances of various metal oxide nanostructure-based sensors 
towards methanol. 

 

Sensing materials 
Operating 

temperature 
(oC) 

Methanol 
concentration 

(ppm) 

Sensor 
response 

Response/recovery 
time (s) 

Ref. 

CdSnO3 nanoparticles 
Room 

temperature 
100 Ra/Rg = 477 2/4 

This 
work 

Co3O4-intercalated 
reduced grapheme oxide 

Room 
temperature 

800 Rg/Ra = 8.5 240/360 [25] 

Ce-doped In2O3 
nanospheres 

320 100 Ra/Rg = 35.2 14/10 [26] 

La0.8Pb0.2FeO3 
nanoparticles 

230 200 Rg/Ra = 50 40/75 [27] 

SnO2-ZnO composite 
nanofibers 

350 500 Ra/Rg = 65 20/40 [28] 

ZnO quantum dots 350 100 Ra/Rg = 90 - [29] 
CuO thin films 350 500 (Rg − Ra)/Ra = 0.12 ~380 [30] 
Al-doped ZnO thin films 275 500 (Ra − Rg)/Ra = 0.44 ~280 [31] 
CdS-doped SnO2 thick 
films 

200 5000 Ra/Rg = 70 40/110 [32] 

CuO-modified α_Fe2O3 
hybrid hollow spheres 

380 100 Ra/Rg = 14 15/30 [33] 

polycrystalline 
Cr1.8Ti0.2O3 thick films 

300 1.2 [(Rg−Ra)/Ra]×100 %=392 23/60 [34] 

 
 
3.3. Sensing Mechanism 
 

It was observed that the CdSnO3 thick films with 
surface modified by CuO based sensor shows 

suddenly decrease in the resistance when the sensor 
was exposed to reducing gas of CH3OH, this indicates 
that the sensor exhibits n-type conductivity behaviors. 
The experimental results show that the sensing 
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properties of CdSnO3 were greatly enhanced due to 
incorporating of CuO. Two main reasons account for 
these results: first, the nanoparticles of CdSnO3 
prepared from ultrasonic atomization offer larger 
surface accessibility, which will be favorable to 
adsorption and diffusion of gas molecules, and surface 
oxidizing reaction of CH3OH due to the sensing 
response of semiconductor metal oxide is surface 
control type [40]. Second the formation of p-n 
heterojunction at interface between both oxides is 
responsible for enhancement of gas response [41]. As 
we know CdSnO3 mainly shows n-type conductivity 
by electrons and CuO displays p-type conductivity by 
holes. When the CuO were implanted into the surface 
of CdSnO3 nanoparticles, the electrons in CdSnO3 and 
holes in CuO diffuse in opposite direction due to great 
gradient of the same carrier concentration. Then, the 
inner electric field was formed at the CuO/CdSnO3 
interface and the carriers diffuse was finally balanced 
[42-43]. As a result, the energy band bends in the 

depletion layer and the system gets a uniform Fermi 
level (Ef). This is the formation of p-n junction in 
equilibrium. When the sensor was exposed to air at 
room temperature (35 oC), the oxygen molecules 
adsorbed at the adsorption sites on the surface of the 
material and form chemisorbed oxygen species. The 
oxygen species most available at room temperature is 
O2

− [44-45] according to Equation (4) and (5). 
 Oଶሺgasሻ → Oଶሺadsሻ, (4) 
 Oଶሺadsሻ ൅ eି → Oଶି ሺadsሻ (5) 
 

A depletion layer will form on the surface of 
material, leading to the high resistance state of sensing 
materials. Moreover, the formation of CuO/CdSnO3 
on the surface of CdSnO3, p-n heterojunction with a 
new depletion layer at their interface also make the 
resistance of sensor to further increase in air, as shown 
in Fig. 12.  

 
 

 
 

Fig. 12. Schematic diagram for the p-type CuO/n-type CdSnO3 heterojunction based sensor when exposed 
to CH3OH vapors. 

 
 

However, once the composite was exposed to 
reducing gas of CH3OH, it reacts with the oxygen 
species absorbed on the surface of material and release 
the electrons back to the material as shown in 
following Equation (6), which decreases the hole 
concentration in p-type semiconductor of CuO due to 
electron-hole recombination and reduces the 
concentration gradient of the same carriers on both 
sides of p-n junction. Consequently, the depletion 
layer at the interface becomes thin [46], as shown in 
Fig. 12. Therefore the resistance of the composite in 
CH3OH is further decreased [47], current increases, 
that is, the sensor response increases according to 

define ሺ୍ౝି୍౗୍౗ ሻ of response. 
 CHଷOH ൅ Oଶି 	→ COଶ ൅ 2HଶO ൅	eି (6) 
 

The sensor S2 gives highest response to CH3OH at 
room temperature (35 oC) as compared to pure and 
other surface modified CdSnO3 thick film sensors. 
This may be due to the large number of heterocontacts 
are formed between CuO and CdSnO3 on the surface 
at 2 minute dipped film in 0.005 M CuCl2.2H2O 
solution as compare to other films. 

4. Conclusions 
 

CdSnO3 nano particles were synthesized by using 
ultrasonic atomization assisted chemical method. The 
morphology and microstructure were analyzed. The 
CdSnO3 thick films were cupricated by using dipping 
method. One of the cupricated sensor (S2) shows 
highest response to methanol at room temperature as 
compared to pure and other surface modified CdSnO3 
thick films. The sensor shows fast response and quick 
recovery. The sensor gives repeatable performance. It 
may be concluded that cupricated CdSnO3 thick films 
may be potential candidate for fabrication of methanol 
sensor at low cost. 
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Abstract: Nanocrystalline CdSnO3 powder was synthesized by cost effective simple wet-chemical route. The 
technique was found to be useful for large scale production of nanocrystalline CdSnO3 powder. The prepared 
CdSnO3 powder was fired at 600 oC. Structural, microstructural, optical and thermal studies of the powder were 
carried out. The CdSnO3 powder was associated with nanocubes with average side length of about 100 nm. Thick 
films of CdSnO3 powder were prepared by screen printing method and fired at 500 oC to remove organic part 
adhesive material. Thick film based sensors showed high response and selectivity to NO2 gas. The excellent NO2 
response may be due to porous structure and nanocrystalline nature of CdSnO3 powder. 
 
Keywords: Cadmium stannate, Wet-chemical, Nanocrystalline powder, Thick films, NO2 sensors. 
 
 
 
1. Introduction 

 

NO2 released from industries and from vehicles 
increase air pollution which may cause fatal problems 
not only to human beings but also to animals and 
plants. The detection of NO2 is important for 
monitoring environmental pollution [1, 2]. Especially, 
nitrogen oxide NO2 or NO is toxic. It is a main source 
of acid rain and photochemical smog [3, 4]. NO2 or 
NO reacts with ammonia, moisture, and other 
compounds to form small particles. These small 
particles enter into sensitive parts of the lungs, may 
cause respiratory disease and may aggravate existing 
heart disease. Also NO gas is very easily oxidized into 
NO2 gas in air. It is therefore necessary to develop NO2 
gas sensors with high sensitivity and excellent 
selectivity. 

Perovskite oxides (ABO3) have attracted attention 
for their potential use as the gas sensors. CdSnO3 

belongs to a perovskite structure. It needs cost 
effective and simplest technique to prepare ultrafine 
nanostructured CdSnO3 at reduced the calcination 
temperature, sintering temperature and sintering time 
and having porous nature. In recent years, cadmium 
stannate (CdSnO3) had been used as electrochemical 
material [5, 6]. It was also used for sensing of various 
gases such as C2H5OH gas [7], Cl2 [8], CEES [9]. 

The article reports simple wet chemical method- 
the simplest and cheapest way of synthesizing 
nanocrystalline CdSnO3 powder on large scale. The 
preparative conditions of the powder were optimized 
so as to obtain nanocrystalline CdSnO3 powder. The 
powder was studied for its structure, microstructure, 
optical and thermal properties. Thick films of CdSnO3 
powder were prepared by screen printing method. The 
gas sensing properties of CdSnO3 thick films were 
investigated. 
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2. Experimental 
 
2.1. Materials and Method 
 

Synthesis of nanocrystalline CdSnO3 powder by 
simple wet chemical route: 

The analytical reagent (AR) grade materials 
including tintetrachloride (SnCl4.5H2O), cadmium 

dichloride (CdClଶ2. ଵଶ HଶO), hydrochloric acid (HCl) 

and sodium hydroxide (NaOH) were dissolved in 
double distilled water to form transparent solutions. In 
a typical synthesis of cubic CdSnO3 powder, 1 ml HCl 
was added drop by drop into cadmium dichloride  
(0.25 M, 25 ml) solution in a beaker. The product 
solution was called as solution A. Solution A was 
mixed into SnCl4.5H2O solution (0.25 M, 25 ml) at 
room temperature with vigorous stirring for 10 min. 
The solution so obtained was termed as solution B.  
50 ml NaOH (2.5 M) solution was taken into the 
beaker. Solution B was added drop by drop with 
vigorous magnetic stirring into NaOH solution at 
room temperature with further vigorous stirring for  
10 min. That final solution was kept into the constant 
temperature heating bath at 90 oC for 3 hours without 
disturbance. The precipitate formed was collected and 
washed 3-4 times using double distilled water and 
ethanol. The resulted product was filtered and dried in 
hot air oven at 80 oC for 10 hours. The dried powder 
was fired at 600 oC for 1 hour in muffle furnace. 

Formation mechanism of nanocrystalline CdSnO3: 
Formation of CdSnO3 may be represented by 

following equations: 
 

CdCl2 .2 ଵଶ H2O + HCl→ CdCl2+ H2O (1) 
 

CdCl2 + SnCl4.5H2O +NaOH → 
CdSnO3.3H2O + 5H2O + 6NaCl 

(2) 

 

CdSnO3.3H2O 
ி௜௥௘ௗ	௔௧ ଺଴଴೚஼ሱۛ ۛۛ ۛۛ ۛۛ ۛۛ ሮ CdSnO3 (3) 

 
The yellowish CdSnO3 powder so obtained was 

further studied using various characterization 
techniques. 

 
 

2.2. Characterization and Gas Sensor 
Measurements 

 
The phase and structural study of the powder were 

determined by powder X-ray diffraction (Bruker D8 
Advance) with Cu-Kα1 radiation (λ= 1.5406 Ao) 
operating at 40kV, 30 mA over the 2θ range of 20-80o. 
The powder was confirmed to be of CdSnO3. The 
morphology of the obtained powder was investigated 
by using field emission scanning electron microscopy 
(FE-SEM: JSM 670 F, JEOL Tokyo Japan). The 
chemical composition was investigated by using 
energy dispersive spectrum (EDAX). Thermal 
stability was observed by using thermogravimetric 
analysis (TGDTA: Perkin Elmer, STA-6000). The 
optical properties (band gap) were measured by using 

ultraviolet-visible spectrophotometry (UV-Visible 
spectrophotometer: Shimadzu, Japan) and 
photoluminescence spectrophotometer (Perkin 
Elmer). Details of thick films preparation procedure 
and block diagram of indigenous gas sensing system 
have been explained in our previous publications  
[9, 10]. Thick film based sensors were exposed to 

various gases and their response (ܴ = ோ೒ோೌ  where ܴ௔ 

and ܴ௚are resistance of the sensor in air and in the test 
gas respectively), selectivity and transient response 
(response or recovery time was estimated as the time 
taken from the sensor output to reach 90% of its 
saturation after applying or switching off the gas in a 
step function) were measured at various operating 
temperatures. 

 
 

3. Results and Discussion 
 

3.1. Crystalline Structure of CdSnO3 Powder 
 

Fig. 1 shows XRD spectrum of the unfired and 
fired powder. Fig. 1 (a) matches with the standard 
spectrum of CdSnO3.3H2O. There are peaks of 
relatively higher intensities in XRD pattern of fired 
CdSnO3 powder as compared to the corresponding 
peaks in unfired CdSnO3 powder. It may be due to 
larger crystallites associated with fired powder (at  
600 oC). All the diffraction peaks in fig. 1(b) are 
consistent with the standard values of the Rhomb-
centered CdSnO3 phase (JCPDS 34-0758). 
 
 

 
 

 
 

Fig. 1. XRD patterns of: (a) unfired CdSnO3 and (b) fired 
CdSnO3 powder at 600 oC. 
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3.2. Morphology of CdSnO3 Powder 
 
Particle Morphology of CdSnO3 powder is 

represented by FESEM images in Fig. 2 (a)-(d). 
Quantitative elemental analysis of powder is 
represented by EDS spectrum in Fig. 2 (e). 
 
 

 
 

Fig. 2. (a)-(d) FESEM images and (e) EDS spectrum  
of CdSnO3 powder fired at 600 oC. 

 
 

It is clear from Fig. 2(a) that the powder is 
nanocrystalline and made up of nanocubes. The 
nanocubes have fairly sharp corners and smooth 
surfaces. The cubes were observed to be porous in 
nature (Fig. 2 (d)). The average crystallite size was 
calculated using Scherrer’s equation and was observed 
to be 100 nm. Enegry Dispersive Spectrum (Fig. 2 (e)) 
revealed that the atomic percentage of Cd, Sn and O 
was observed to be 20, 23 and 57 respectively. The 
observed atomic percentage of Cd, Sn and O is nearly 
matching with the stoichiometric atomic percentage of 
20, 20 and 60. Therefore, the CdSnO3 powder was 
observed to be nearly stoichiometric in nature. 

 
 

3.3. Thermal Stability of CdSnO3 Powder 
 
Thermal stability is important property of the 

materials to be used to fabricate the sensors. 
Themogravimetric analysis (TGA) of CdSnO3 powder 
was carried out to test the thermal stability. TGA curve 

of CdSnO3 is represented in Fig. 3. In the process of 
thermal treatment, the weight loss of 0.91 % was 
observed in the range between 50 to 800 oC. 
Negligibly small weight loss clearly indicates that the 
CdSnO3 powder is thermally stable and suitable to 
fabricate the gas sensors. 
 
 

 
 

Fig. 3. TGA curve of CdSnO3. 
 
 
3.4. Optical Property of CdSnO3 Powder and 

Nanocrystallinity of the Powder Particles 
 
The band gap energy of CdSnO3 powder was 

determined using UV-Visible absorption spectrum 
(Fig. 4). The band gap was found to be 3.1 eV. The 
observed band gap energy (3.1 eV) is larger than 
reported band gap (2.9 eV). The absorption edge of the 
spectrum was shifted to lower wavelength side. This is 
termed as blue shift. The blue shift may be due to 
nanocrystalline nature of CdSnO3 powder. 
 
 

 
 

Fig. 4. UV-Visible spectrum of CdSnO3. 
 
 
3.5. Photoluminescence (PL) Spectroscopy 

and Ability of Cdsno3chemisorption  
of Oxidizing Gas 

 
The defect states in CdSnO3 can be determined by 

photoluminescence (PL) spectroscopy. Fig. 5 shows 
PL spectrum for CdSnO3 sample. The curve shows 
visible photoluminescence. Visible emissions may be 
due to different extrinsic and intrinsic defect centers 
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associated with nanocrystalline powder [11, 12]. The 
presence of defects would increase chemisorption of 
oxidizing gases, such as, NO2 and oxygen on the 
surface of sensor. Lager the ability of material to 
adsorb NO2 or oxygen on the surface, larger would be 
the extraction of surface electrons. If most the surface 
electrons would be grabbed by gas molecules to 
adsorbed in terms of ions, very few would be available 
for conduction and the resistance of the sensor would 
suddenly increase. This property of the material is 
helpful in sensing of oxidizing gases. 

 
 

 
 

Fig.5 PL spectrum of CdSnO3 powder with excitation 
wavelength 420 nm. 

 
 
4. Gas Sensing Performance of CdSnO3 

Thick Film Based Sensors 
 
4.1. NO2 Gas Response of Sensor 

 
CdSnO3 thick film based sensor was tested by 

exposing it to different gases, such as, NO2, Cl2, H2, 
C2H5OH, NH3 and LPG by varying operating 
temperature from 40 oC to 350 oC. The sensor showed 
highest response to NO2 at 200 oC. Fig. 6 shows bell 
shaped variation of NO2 response with the operating 
temperature.  

 
 

 
 

Fig. 6. Variation of NO2 response with operating 
temperature of the sensor. 

The sensing performance of the sensor was tested 
by exposing it to different concentrations of NO2. The 
variation of NO2 response (at operating temperature of 
200 oC) with concentration is shown in Fig. 7. The 
sensor response was observed to be increasing with the 
concentration of NO2. 
 
 

 
 

Fig. 7. Variation of sensor response (at 200 oC)  
with NOଶ concentration. 

 
 
4.2. Selectivity of Sensor to Various Gases 

 
Sensing performance of the sensor was tested by 

exposing it to different gases at an optimum operating 
temperature of 200 oC. The bar diagram in Fig. 8 
shows that the response of NO2 is largest (more than 
1500) as compared to the responses of other gases. The 
sensor is therefore highly selective to NO2 in presence 
of other gases. 
 
 

 
 

Fig. 8. Selectivityof sensor at 200 oC. 
 
 
4.3. Response and Recovery of the Sensor  

on Exposure of NO2 
 
Response-recovery is an important parameter of 

sensors. Fig. 9 shows the response and recovery of 
CdSnO3 of sensor on exposure of 1000 ppm NOଶ gas 
at 200 oC. It is clear from figure that the sensor 
resistance drastically increases within 2 seconds on 
exposure of NOଶand decreases exponentially when of 
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supply of NO2 cuts off and sensor was exposed to air. 
The response time was observed to be 3 S and 
recovery time was 140 S. 
 
 

 
 

Fig. 9. Response and recovery of CdSnO3of sensor on 
exposure of 1000 ppm NOଶ gas at 200 oC. 

 
 
5. Sensing Mechanism 

 
The gas response of nanocrystalline CdSnO3 

powder was measured by change in resistance due to 
chemical reactions occurring at the surface of the 
sensor. Nitrogen dioxide can react with metal oxide 
surface both in the presence and absence of oxygen as 
given in the equations 4, 5 and 6 [13-15]. 

At operating temperature of 200 oC, oxygen 
molecules adsorb on sensor surface as 	Oଶ	ି by 
extracting surface electrons. NO2 is an oxidizing gas. 
On exposure on sensor surface, NO2 would be also 
adsorbed on oxide surface (at operating temperature of 
200 oC) by extracting the surface electrons forming NOଶି 	݅ons. In presence of NOଶି 	݅ons, 	Oଶ	ି  ions would 
extract more electrons and transformed into Oଶି	ions. 
Due to extraction of the electrons from the sensor 
surface, the resistance of the sensor suddenly 
decreases which is the measure NO2 response. The 
interaction between the sensor and NO2 is as follows. 

It can be seen that the oxidation of NOଶ leads to the 
reduction of conduction electrons in the conduction 
band. At higher temperature, O2 molecules adsorb on 
surface of CdSnO3 as: 
 Oଶ(୥ୟୱ) + e(ୱ୳୰୤ୟୡୣ)ି → Oଶ(ୟୢୱ୭୰ୠୣୢ)ି  (4) 
 NOଶmolecules adsorb as follows: 
 	NOଶ(୥ୟୱ) + Oଶ(ୟୢୱ୭୰ୠୣୢ)ି + 2e(ୱ୳୰୤ୟୡୣ)ି→ NOଶ(ୟୢୱ୭ୣ୰ୠୣୢ)ି+ 2O(ୟୢୱ୭୰ୠୣୢ)ି  

(5) 

 	NOଶ(ୟୢୱ୭ୣ୰ୠୣୢ)ି + O(ୟୢୱ୭୰ୠୣୢ)ି + 2e(ୱ୳୰୤ୟୡୣ)ି→ 	NO(୥ୟୱ)+ 2O(ୟୢୱ୭୰ୠୣୢ)ଶି  
(6) 

 

The adsorption of oxygen and NO2 molecule on to 
the vacant site leads to decrease in conductance of the 
n-type metal oxide [16]. Eq. 7 explains that NOଶ 
directly adsorbed on the metal sites by electron capture 
and desorbed as NO [17]. The sensor resistance 
increased upon exposure to NOଶ  gas. The most 
favorable condition occurs at temperature 200 oC. Due 
to this the sensor showed high response at 200 oC 
temperature. 
 	NOଶ +	Snଶା 

ୟୢୱ୭୰୮୲୧୭୬ୱሱۛ ۛۛ ۛۛ ۛۛ ሮ (Snଷା − NOଶି ) ୟୢୱ୭୰୮୲୧୭୬ୱሱۛ ۛۛ ۛۛ ۛۛ ሮ 
 

   (Snଷା − Oି) + NO 
      2(Snଷା − Oି) ୟୢୱ୭୰୮୲୧୭୬ୱሱۛ ۛۛ ۛۛ ۛۛ ሮ Snଶା + Oଶ 

 

(7a) 

 	NOଶ + Cdା ୟୢୱ୭୰୮୲୧୭୬ୱሱۛ ۛۛ ۛۛ ۛۛ ሮ (Cdଶା − NOଶି ) ୟୢୱ୭୰୮୲୧୭୬ୱሱۛ ۛۛ ۛۛ ۛۛ ሮ 
 (Cdଶା − Oି) + NO 

       2(Cdଶା − Oି) ୟୢୱ୭୰୮୲୧୭୬ୱሱۛ ۛۛ ۛۛ ۛۛ ሮ Cdା + Oଶ 
 

(7b) 

 
 
6. Conclusions 

 
The prepared CdSnO3 based thick film sensor 

shows good response to NO2 gas at moderately low 
temperature (200 oC). It can be produced on large scale 
by low cost, simple chemical route. The CdSnO3 
powder was observed to be cubic in nature with sharp 
edges. The sharp corners supports to adsorb more NO2 
gas on the surface of CdSnO3 thick film sensor due to 
the high electric field intensity at the corners. High 
sensitivity and selectivity to NO2 gas may be due to 
nanocrystalline CdSnO3 powder. 
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Abstract: There has been given the solution of the technical problem of separate measurement of parameters of 
inductance coils and inductive primary converters on alternating current without application of potential-current 
signals. As a measuring circuit the scheme of voltage divider with active-inductive two-pole is used, and as an 
output signal there has been used the angle of phase shift between two output voltages of the measuring circuit. 
For forming the output signal temporal separation of measurement channel is used. The advantages of phase 
method are mostly due to capacity of using microcontrollers. In the technical solutions under consideration the 
microcontroller regulates the measuring process and develops the measurement results. 
 
Keywords: Inductance coil, Inductance, Active resistance, Measurement two-pole, Phase method. 
 
 
 
1. Introduction 
 

Inductance coils (IC) are widely used in electrical 
and electronic devices. They are the mandatory and 
main components of the relay, contactors, 
transformers, electrical machines; they are used as 
throttles for redistribution of alternating current along 
the circuits. While using IC with capacitors, high-
quality vibration contours are generated, which are 
involved in filters and generators of high-frequency 
vibrations. In most electronic devices besides RC-
circuits, RL-circuits are used for integrating or 
differentiating electrical signals. 

Inductive sensors (IS) constitute a large group 
among devices with IC; these IS are used in various 
informational-measuring and regulating systems and 
are responsible for the most important functions. IS are 
the most available and fail-safe element of drive, 
machine, automatic line control systems and also 
measurement systems of physical units. IS are 

characterized with relatively simple structure, small 
sizes, high accuracy and sensibility, comparatively 
high output voltage value (up to several dozen watts), 
reduced sensibility to the environment changes and 
interference and low price. IC, being properly 
insulated, can successfully operate at around 500 °C 
[1, 2]. 

Measurement devices with IS of the plunger type 
with movable core, in which increment of the coil 
inductance (or unbalance of the inductance of two 
coils) is the informative parameter, have got dominant 
position among electronic devices for linear 
measurement in the range 0…10 mm due to a number 
of undeniable advantages over other types of 
mechanical devices and electrical converters. 
Numerous manufactory control devices and craft tools 
as well as laboratory verificatory devices and, among 
them devices for appraisal and verification of 
indicators and end measures of length, are equipped 
with these sensors [3, 4]. 
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IS of eddy-current type, in which the informative 
parameter is the increment of the coil active resistance, 
are widely used in control systems of technological 
processes in food industry, in pulp and paper industry, 
in brewing, pharmaceutics, biotechnologies as 
contactless indicators of object position and for 
measuring electrical conductivity of liquids [5-7]. In 
these systems IS have significant advantages over 
mechanical and conductometric ones; i.e. lack of 
movable parts, lack of electrodes and, consequently, 
polarization; they provide exact measurement of the 
environment or solutions with high level of pollution 
and tendency to sedimentation, complete galvanic 
separation of the environment and measurement; high 
reliability and durability, resistance to temperature and 
pressure. Over 35 companies in the US are involved in 
the production of inductive sensors [8]. 

 
 

2. Design Considerations 
 

Wide application of IC demands that simple, 
precise and fail-safe measurers of their parameters, 
compatible with up-to-date microcontrolling devices 
for proceeding the information and controlling the 
measurement process be developed. 

The scheme of IC replacement is compiled with 
respect of the peculiarities of the coil with 
ferromagnetic core. If winding of the IC contains a 
great number of coils and there is a potential difference 
between particular coils and layers of coils, the IC will 
have some peculiar capacity, which will be switched 
on parallel to the inductance of the coil. When the 
current frequency is not very high (up to several 
hundred kHz), winding capacity can be neglected and 
the scheme of IC replacement can be presented as 
consistent connection of active resistance XR  and 

inductance XL , which makes defining of the IC 

parameters considerably simpler [9]. For most IC, 
among them IS, inductance is a beneficial parameter, 
and active resistance is parasitic one. There are 
exceptions like eddy-current inductive sensors, 
induction electricity measurers and others, in which in 
the air gap of the magnetic circuit a non-magnetic 
conducting body is placed. In the latter due to the 
alternating magnetic field, created by the coil, eddy 
currents are induced, which cause active electric 
power loss and, consequently, increase of the coil 
active resistance. In the IS the primary converter (PC) 
and the measuring circuit (MC) are its constituent 
parts. Meanwhile MC is to provide invariance of the 
PC informative parameter measurement result to both 
destabilizing factors, acting upon PC (e.g. voltage and 
frequency of the feed generator) and to its non-
informative parameters.  

Due to the IC ferromagnetic core in which power 
loss depends on the magnetization reversal rate, active 
resistance XR  depends on the coil supply frequency; 

consequently, IC parameters should be measured by 
the alternating current of the frequency, on which 
application of IC is implied. Moreover, with respect of 

the nonlinearity of the magnetization curve of the 
magnetic core, measuring (testing) current should be 
equal to the operating current of the IC. In addition, 
since the scheme of IC replacement is in fact complex 
resistance, MC is to provide separate measurement of 
the parameters XR  and XL .  
 
 

3. Research Methods 
 

For separate measurement of passive two-element 
two-pole parameters on alternating current a number 
of methods and schemes have been developed and 
they are thoroughly considered in [2, 9, 10]. All the 
direct methods and the ways of converting parameters 
of these circuits on the alternating current as an 
intermediate value have voltage or current. These 
signals are known to be exposed to the impact of 
interference and noise. In addition, when linked with 
the electronic components of the digital technology 
and computing means they require additional 
transformations, which make the measurement system 
complicated.  

Comparatively new direction in the field of 
measurement of passive electrical two-pole 
parameters is application of the alternating current 
voltage dividers on the basis of the phase method and 
the method of measurement channel temporal 
separation. The development of this direction is due to 
the general application of microcontrollers in the 
measuring technology. We have used such technical 
solution for separate measurement of parameters of the 
IC replacement consistent scheme [11].  

 
 

4. Electrical Circuit 
 

The essence of the measurer is illustrated by the 
scheme of Fig. 1, where 1 is the measuring circuit, 2 - 
two-pole under consideration, 3 - the generator of 
sinusoidal signals, 4 - electronic switch, 5 - the 
programmable microcontroller, 6 - the digital reading 
device (DRD), 7 - the interface converter (UART-
USB), 8 - the computer. 

 
 

 
 

Fig. 1. Simplified principal scheme of the measurer  
of the inductance coil parameters. 
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In MC two sample resistors are series connected 
with the IC: reference resistor 0R  and additional 

resistor 1R . The MC, obtained in the result of these 

compounds, is connected to the generator of the 
sinusoidal signals as a voltage divider. MC has two 
output voltages with respect to a common point, which 
pass onto the microcontroller inlet; voltage Su  of the 

common contact of the switch and voltage 0u  of the 

reference resistor, and in this case the informative 
signal is the angle ϕ  of phase shift between these 

voltages. In the process of measurement the 
microcontroller sets the required frequency ω  of 
generator, regulates the switch position and measures 
the values 1ϕ  and

 2ϕ
 
of the angle ϕ  in the two switch 

positions. In the switch position a  
 

0
1

X

X

R R
ctg

L

+
=ϕ

ω
 (1) 

 
and in the switch position b 
 

0 1
2

X

X

R R R
ctg

L

+ +
=ϕ

ω
 (2) 

 
When we subtract from the expression (2) the 

expression (1): 2 1 1 Xctg ctg R L− =ϕ ϕ ω , we get  

 

( )
1

2 1
X

R
L

ctg ctg
=

−ω ϕ ϕ
 (3) 

 
Now we divide the expression (2) by the 

expression (1): 
 

2 1

1 0

1
X

ctg R

ctg R R
= +

+
ϕ
ϕ

 

 and get  
 

1
0

2

1

.
1

X

R
R R

ctg

ctg

= −
−ϕ

ϕ

 
(4) 

 
Formulas (3) and (4) provide separate definitions 

of the IC parameters on the alternating current. It is 
obvious that it is only required to measure the phase 
shift angle between two outlet voltages of the 
measuring circuit. The microcontroller measures the 
value of the angle ϕ , computes the parameters XL  

and XR  according to the formulas (3) and (4) and 

introduces the measurement results on the digital 
display; as a display seven segment LED indicators are 
used. For increasing the reliability of the measurement 
results in every point the microcontroller performs 10 
measurements and gives the average results of these 
measurements on the indicator. 

When it is required, digitized signals of the angles 

1ϕ  and
 2ϕ  from the microcontroller can be sent on the 

computer through an interface converter (e. g. AVR 
309) and processed and the measurement results can 
be displayed on the computer monitor. 

Since in common case the measurement results 

XR  and XL  also depend on the frequency of the 

current, which feeds the measuring circuit, the 
problem of stabilization of this frequency or its control 
in the measurement process occurs. With respect of 
this circumstance as a power supply of the measuring 
circuit a programmable generator of sinusoidal signals 
AD9833 is used. For each measurement the 
microcontroller specifies the generator frequency and 
uses this frequency value while computing the IC 
parameters; due to it the change of the generator 
frequency can’t have impact on the measurement 
accuracy. The generator voltage stability is not 
essential, for in formulas (3) and (4) the generator 
voltage does not appear. 

Thus, the definition accuracy of the IC parameters 
only depends on the accuracy of measurement of the 
angle ϕ . In this device the measurement is performed 

by the discrete calculation method, therefore the 
measurement accuracy is considerably higher than 
when potential-current signals are used. 

In these experiments as a measurement object IC 
with nominal values of parameters 7.2XL =  mH, 

3XR ≈  Ohm have been used. A sample resistance box 

P4831 was connected successively with the IC; the 
change XR  was imitated by the change of the 

resistance in this box. The measuring current is 
selected equal to 1,0 mA, and frequency - 2 kHz. 
Multiple measurements, analysis of results and also 
theoretical estimate of metrological characteristics of 
the measurers, according to the scheme on Fig. 1 
demonstrated that under production conditions the 
device can provide measurement of the IC parameters 
with the limit of permissible relative error, not 
exceeding 0.2 %. 

It is obvious that in the device according to the 
scheme of Fig. 1 two-pole 2, which is under the 
investigation, can also be an ordinary inductive PC. It 
should be taken into account that PC coils of most 
modern IS have multilayer windings, a core of ferrite 
with high magnetic permeability, and that they are 
intended for feeding by alternating current with 
frequency 7-15 kHz. In case of differential inductive 
PC we used the MC according to the scheme of  
Fig. 2, where the sensitive parameters can both be 
inductance (classical inductive PC) and active 
resistance (inductive PC of eddy-current type) [12]. 

In this scheme for the angle of phase shift between 
voltages SU  and XU  in the initial and second 

positions of the switch there can be written 
respectively 

 

1
1

1 N

L
tg

R R
=

+
ωϕ , (5) 
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2
2

2 N

L
tg

R R
=

+
ωϕ . (6) 

 
If the inductance unbalance ( LΔ ) is an informative 

parameter, then 1 0L L L= + Δ , 2 0L L L= − Δ , 

1 2 0R R R= = ,  where 0R  and 0L  are the initial values 

of these parameters, which are constant and known 
(they are indicated in the passport data of PC). For this 
case from (5) and (6) it follows: 

 
( )1 2

1 2
0 0

2

N N

L L L
tg tg

R R R R

− Δ− = =
+ +

ω ωϕ ϕ , 

 
( )1 2 0

1 2
0 0

2

N N

L L L
tg tg

R R R R

+
+ = =

+ +
ω ωϕ ϕ , 

 
from which we obtain the formula for defining the 
informative parameter of PC: 
 

( )
( )

1 21 2
0 0

1 2 1 2

sin

sin

tg tg
L L L

tg tg

−−
Δ = ⋅ = ⋅

+ +
ϕ ϕϕ ϕ

ϕ ϕ ϕ ϕ
 (7) 

 

 
 

Fig. 2. The scheme of MC for measurement parameters  
of differential inductive PC. 

 
 
But if the informative parameter is the unbalance 

of active resistance, then 1 0R R R= + Δ , 2 0R R R= − Δ
, 1 2 0L L L= = . From (5) and (6) it is defined: 
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1 2

1 2 0 N
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− Δ=
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ϕ ϕ
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from which we obtain 
 

( ) ( )
( )

2 1
0

2 1

sin

sinNR R R
−

Δ = + ⋅
+

ϕ ϕ
ϕ ϕ

 (8) 

 
  
5. Results 

 
From formulas (7) and (8) it follows that MC, 

according to the scheme of Fig. 2, permits separate 
measurements of the differential inductive PC 
parameters by means of phase method. It is evident 
that in this case in formulas the generator frequency 
doesn’t appear either, and it implies, that measurement 
accuracy can be provided, even if the curve shape of 
the feeding voltage is not purely sinusoidal. 
 
 
6. Conclusion 

 
Analysis of measurers according to the scheme of 

Figs. 1 and 2, demonstrates that the above-mentioned 
method of separate measurement of the IC parameters 
and parameters of inductive PC on alternating current, 
based on the application of the phase method 
combined with temporal separation of the 
measurement channel, is simple in its practical 
realization and has high accuracy. Its main merit is 
exception of potential-current signals, conversion and 
measurement of which are accompanied by 
unavoidable errors, which are caused by the impact of 
outer and inner interference and noises, voltages of 
displacement and shift of operating amplifiers, the 
non-stability of their amplification factors, the impact  
of cable communication parameters, etc. 
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Abstract: Electroencephalographic (EEG) arousals are generally observed in EEG recordings as an awakening 
response of the human brain. Sleep apnea is a major sleep disorder. The patients, with Severe Sleep Apnea (SAS) 
suffers from frequent interruptions in their sleep which brings about EEG arousals. In this paper, a new method 
for Segmentation and Filtering process of EEG sensor database signals for finding sleep arousals using Chebyshev 
and Modified Wavelet Algorithm is proposed. The Segmentation Algorithm appears as various features extracted 
from EEG Data’s and PSG Recordings. The Chebyshev Equiripple Filter is used in Filtering algorithm and then 
MSVM [M-Support Vector Machine] was utilized as Classification Tool. Algorithms are performed and different 
features are extracted and the ROC characteristics are performed. The extracted features are Delta, Gama, Beta, 
Alpha, Sigma of the EEG signal, EEG Signal Mean, EEG Signal Standard Deviation, EEG Signal Peak Signal to 
Noise Ratio [PSNR], and EEG Signal Normalization. MSVM tool showing EEG signals results. 
 
Keywords: M-wavelet, Chebyshev Equiripple Filter, MW Coefficients, EEG database, MSVM classification tool, 
CELM, Confusion Matrix. 

 
 
 
1. Introduction 
 

Disorders of sleep apnea syndrome (SAS) have 
several phases such as obstructive sleep apnea 
syndrome (OSAS), central sleep apnea syndrome 
(CSAS) and their combination (mixed apnea). The 
obstructive sleep apnea (OSA) is most major thing in 
SAS (Chokroverty [1999]). OSAS is the symptom of 
upper airway closure in patients during sleep, which 
leads to serious disorders. OSA causes interruption of 
sleep period frequently during night, so that the 
patients cannot able to have a good sleep and always 
feel daytime sleepiness. This interruption of sleep 
period by OSA can be seen as immediate responses in 
electroencephalographic (EEG) records, and the 
response are known as EEG arousals. Usually PSG test 
is used in hospitals for diagnosing sleep disorders. The 

relationship between appearance of arousal responses 
and sleep apnea is very important function in the 
diagnosis of SAS. To interpret the EEG arousals from 
the durable PSG record which is laborious and time 
consuming task for medical doctors and technologists. 
Therefore, the computer assisted system for detecting 
EEG arousals will be the powerful aid in the clinical 
scene from the efficiency point of view. The studies 
on automatic analysis for sleep EEG such as automatic 
sleep staging have been carried by many researchers 
in the past. Related studies for the automatic detection 
of EEG arousals have been proposed (Pillar et al. 
[2002], Pitson et al. [2006]). Even though the clinical 
PSG consists of various noise components, 
characteristics of EEG, these physiological data will 
vary from individual to individual. Thus, an adequate 
method usable in the clinical diagnosis aid has not yet 
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been existed. In this paper, the method for automatic 
detection of sleeping arousals Chebyshev and Modify 
wavelet Based EEG signals segmentation using EEG 
dataset. To separate one band of frequencies from 
another, Chebyshev filters are used. Different band of 
frequencies are separated using Chebyshev filters. The 
initial attribute of Chebyshev filters is their speed, 
typically which is more than an order of magnitude but 
faster than the windowed-sinc. This is because they are 
carried out by recursion method rather 
than convolution. The design of these filters is mainly 
based on a mathematical technique called the  
z-transform. 
 
 

2. Sleep Arousal Detection Methodology 
 
2.1. Chebyshev Algorithm 
 

Chebyshev Algorithm methods are evolution of 
conventional QZ Al [1, 2].These approaches typically 
involve multiple Fourier transformations of the data, 
with the goal of contribute more abstract and 
ultimately more useful representations [3]. These 
methods are becoming increasingly popular, often 
outperforming traditional approaches that include 
handcrafted features for data representation and 
Integration methods for polynomials process [4, 5]. 

One of the advance algorithms in efficient 
Chebyshev algorithm is used to find Eigen values and 
Eigen function. In the method of Eigen points, the 
unknown parameters (of polynomial coefficients) in 
the model are related to the Eigen points of one or 
more casual Eigen function, and thus, these unknown 
parameters can be predicted given the Eigen vectors. 
The Eigen function is mostly predicted from 
polynomial coefficients. The input signal is ܿ[݇], 
previous output signal is	ݕ[݊ − 1], the output signal is [݊], the polynomial coefficients is ܿ, ݀. 

 
Chebyshev Nodes: 
 

 ܺ௞ = 2݇)ݏ݋ܿ − ଵଶ௡ − ݇ (1) (݅݌ = 1,…… , ݊ 
 
Chebyshev Polynomials: 
 ܷ଴(ݔ) = 1; ଵܷ(ݔ) =  ;ݔ2
 ܷ௡ାଵ(ݔ) = (ݔ)௡ܷݔ2 − ܷ௡ିଵ(ݔ) (2) 
 
 
2.1.1. Method of Polynomial Analysis 
 

We assume throughout this paper that, the desired 
Eigen values are smallest ones. The well-known 
Chebyshev polynomial to accelerated (fixed 
dimension) subspace iteration algorithm [5 - 7]. 

Polynomial Algorithm: 
Filter x by an m degree Chebyshev polynomial that 

dampens on [ܽ, ܾ]. 

Input: Vector	ݔ, degree ݉ and interval and points 
a, b. 

Output: filtered polynomial ݕ 

Step1. ݁ = ௕ି௔ଶ ; (3) 

Step2. ܿ = ௕ା௔ଶ  (4) 

Step 3. ߪ = 	 ௘(௔ି௖) (5) 

Step 4. ߪଵ =  (6) ߪ

Step 5. ݕ = 	 (஺௫ି௖௫)ఙଵ௘  (7) 

Step 6. ݅ = 2:݉ (8) 

Step 7. ߪ௡௘௪ = ଵቀ మ഑భିఙቁ (9) 

Step 8. ݔ =  (10) ݕ
Step 9. ݕ =  ௡௘௪ (11)ݕ
Step 10. ߪ =  ௡௘௪ (12)ߪ	
 
 
2.1.2. Filtering Techniques 
ℎܥ  = ݏ݋ܿ ∗ 8݅݌ ∗ ܿℎ	 + ݏ݋ܿ ∗ 2݅݌ ∗ ܿℎ + ݊݅ݏ 3 ∗ 4݅݌ + ܿℎ	 

(13) 
Ch ---channels 
 
 
2.1.3. Trigonometric Techniques 
ℎ்௥௜௢ܥ  = cos 8݅݌ ∗ ܿℎ1 + cos 2݅݌ ∗ ܿℎ1 + sin 3 ∗ 4݅݌ + ܿℎ1	 

(14) 
 

 
2.1.4. Equiripple Techniques 
 

Equal ripples in both the passband & stopband, 
denotes the signal distortion which happens at the edge 
of passband due to presence of a large ripple is avoided 
in Equiripple design whereas the Equiripple design [8, 
9] has a large transition band, where the total passband 
width will be limited. 

 

ݍܧ  = 2)	ݏ݋ܿ ∗ ݅ − ଵଶ ∗ 7 −  (15) (݅݌

 
 
2.2. Segmentation Process 
 

In this section we have Segmentation process for 
EEG Data base using M-Wavelet Transform 
Algorithm Development. The Modules have various 
parameters, and also two main segment, they are 
arousals and valance frames. They parameters act as a 
coefficient matrix from M-wavelet. This algorithm 
first stage is decomposing the coefficients and then the 
decomposed elements are reconstructed and then 
various features are extracted from this module  
[10, 11]. 

Wavelet function is 
 

׬  ݐ݀(ݐ)߮ = 0ஶିஶ   (16) 
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M-Wavelet function is 
 

ܯ  ఝܹݔ(ܽ, ܾ) = ଵ√௔ ׬ ߮(ݐ)ݔ ∗ ௧ି௕௔ ஶିஶݐ݀	  , (17) 

 
where a is the Decomposed data’s, b is the 
Decomposed vector’s 

The wavelet coefficients are deals with soft 
thresholding. The various steps of the M-DWT 
method are detailed below: 

1) Apply Modified discrete wavelet transform to 
the signal; 

2) Compute the hierarchical correlations of the 
detailed coefficients between level 1 and level 2 for 
three different (horizontal, vertical and diagonal) 
directions; 

3) Select relevant threshold values based on the 
achieved hierarchical correlation values. 

4) Apply the selected threshold values to the 
coefficients of level 1 for removing of noise, and can 
obtain the modified detailed coefficients for level 1; 

5) Apply inverse wavelet transform to the modified 
wavelet coefficients; 

6) Repeat steps 1-5 again, leading to obtain a final 
value. 
 
 
2.3 Features Extraction Process 
 

The Features are Power spectrum, Normalization, 
Entropy, Mean, Standard Deviation, Variance, 
Dynamic Range, Relative Power Energy, Logarithmic 
Relative Power Energy, and Absolute Logarithmic 
Relative Power Energy. 

 
 

2.3.1 Mean 
 

The probability distribution of random signals ܺ 
the mean is equal to sum over every possible signal 
values. 

 
ߤ  = 	∑  (19) ,	(ݔ)ܲݔ
 
where x denoted to total number of signals values of 
EEG. 

An analogous formula applies to the case of a 2D 
EEG Database probability distribution. 

 
 

2.3.2. Power Spectrum 
 
The power spectrum of a signal is the power or 

more simply energy of the signal at each frequency 
that contains. It can also be considered as the range or 
signal of energy or power of the given signal derived 
from the signals range of frequencies. 

 

 ܲ = ଵଶ்	׬ ்ି்ݐଶ݀(ݐ)ݔ
 (20) 

 
Above process are stationary process, for instance, 

may have a finite power but an infinite energy. The 

energy is the integral of power, and the stationary 
signal continues over an infinite time. 

The content of signal	(ݐ)ݔ, we can compute the 
Fourier transform	ݔො(߱). 

The truncated Fourier transform	ݔෞ் (߱), where the 
signal is integrated only over a finite interval[0, ܶ]. 

 

(߱)்ݔ  = ଵ√் ׬	 ௜ఠ௧଴்ି݁(ݐ)ݔ  (21) 	ݐ݀

 
 
2.3.3. Normalization 
 

The Landolt concludes that forced normalization 
(FN) is the phenomenon characterized by the fact that, 
with the occurrence of psychotic states, the 
electroencephalography become more normal or 
entirely normal, as compared with previous and 
 subsequent EEG signals. 

 
 ݀ = ܲ(: )	 (22) 
 

 (ܰௗ,ௗ௡) = 	 ௗ௦௨௠(ௗାଵ௘ିଵଶ)	, (23) 

 
where ݀ is the normalization of signals. This signal 
converts into single column. (ܰௗ,ௗ௡)	is the total 
number of EEG signals. This represents as based on 
EEG band’s. 
 
 
2.3.4. Entropy 
 

The Anesthetic and arousal detection and analysis 
based on entropy parameter’s, from EEG bands. 
Entropy used to find to EEG activity from 
electromyogram. 

 
݃݋ܮ  = ݀)2݃݋݈ + 1݁ − 12)	 (24) 
 

ݕ݌݋ݎݐ݊ܧ  = 	 ି௦௨௠(ௗ.∗୪୭୥)௟௢௚ଶ(௟௘௡௚௧௛(ௗ))	 (25) 

 
 
2.3.5. Standard Deviation 
 
For continuous EEG signal 
 

ߪ  = 	ට׬ ஶିஶݔ݀(ݔ)݌ 	 (26) 	
where x is the EEG Band data. 

For a discrete EEG signal 
 

ߪ  = ට׬ ௜ஶିஶݔ௜݌   (27) 

 
Relative power energy can be given by the 

following equation: 
 

 ܴ௣ = 	 ௡௢௥௠(௬)మ௟௘௡௚௧௛(௬)	 (28) 
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Logarithmic RPE: 
 
௥௣௘݃݋݈  = 		൫ܴ௣൯݃݋݈ (29) 
 
Absolute RPE: 
 
ோ௉ாݏܾܣ  =  (30) (ܨܴܲ)ݏܾܽ
 
 
2.4. Fusing and CELM Process 
 
2.4.1. Fusing Process 
 
(௫,௬,…௡)ݏ݁ݎݑݐܽ݁ܨ  =   (31)	௙௘௔௧௨௥௘௦	௔௟௟ݐܽܿ݊݋ܥ
 
 
2.4.2. CELM Process 
 
Step 1. 
Present samples ܺ௧,  ௧ܥ
 
௫௬ܥ  = (݂ܽ݁)݉ݑݏ ∗ ݈, (32) 
 
where x,y are the total samples, l is the dynamic range 
of signals 
 
Step 2. 

Apply compute process by features by Entropy 
parameters. 

 
Step 3. 

Conjugate Process of EEG data’s. 
Extracting real and complex parameters of EEG 

data’s 
 

Step 4. 
Apply FFT Process. 

 
 

2.4.2. Proposed Multi Support Vector 
Machine (MSVM) Process 

 
The SVM has been studied extensively for 

classification, regression, and density estimation.  
Fig. 1 represents the proposed block diagram of SVM. 
It maps the input patterns into a higher-dimensional- 
feature space through some nonlinear mapping which 
is chosen by priority. A linear decision surface is then 
constructed in this high-dimensional-feature space. 
Hence the SVM is a linear classifier in the parameter 
space, where it develops into a nonlinear classifier as 
a result of nonlinear mapping of the space of the input 
patterns to the high-dimensional feature space. 
Training the SVM will be a quadratic-optimization 
problem. The construction of a hyper plane  
wT x + b = 0 (w is the vector of hyper plane 
coefficients, b is a bias term) creates the maximum 
margin between the hyper plane and the nearest point 
which can be posed as the quadratic-optimization 
problem. SVM has been shown to provide high-

generalization ability. A proper kernel function is 
always dependent on the specific data for any problem 
and till now there is no proper way for how to select a 
kernel function. In this paper, the selection of the 
kernel functions was studied experimentally and 
optimal results were achieved using radial-basis 
function (RBF) kernel function. 

 
 

 
 

Fig. 1. Proposed Block Diagram. 
 
 

Generally SVM is a binary classifier, which can be 
extended by fusing several of its kind into a multiclass 
classifier. In this paper, we fuse SVM decisions using 
the ECOC approach, adopted from the digital 
communication theory. In the ECOC approach, up to 
(2n−1) − 1 (where n is the number of classes) SVMs 
are trained, each of them aimed at separating a 
different combination of classes. For three classes (A, 
B, and C) we need three classifiers; one SVM 
classifies A from B and C, a second SVM classifies B 
from A and C, and a third SVM classifies C from A 
and B. The multiclass classifier output code for a 
pattern is the combination of targets of all separate 
SVMs. In our example, vectors from classes A, B, and 
C have codes (1,−1,−1), (−1,1,−1), and (−1,−1,1), 
respectively. If each of the separate SVMs classifies 
the pattern correctly, then the multi class classifier-
target code is met and the ECOC approach reports no 
error for that pattern. However, if one of the SVMs 
disagrees the pattern, the class selected for this pattern 
is the one its target code closest in the Hamming 
distance senses to the actual output code and this may 
be an erroneous decision. 
Algorithm steps: 
Step 1: 
ܩ  =  (33) ,	(ܩܧܧ)ℎݐ݈݃݊݁
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where G is the group of MSVM. 
 
Step 2: 
Apply MSVM Training Process 
(ௗ,௚)ܯܸܵܯ  = න (݂௫,௬)ௗ௫	ஶ

ିஶ  (34) 

 
where d is the total features data, g is the total number 
of groups. 
 
Step 3: 
Classification process 
௦௧௥௨௖௧௦,௖௟௔௦௦ܯܸܵܯ  = න ஶ	ݔ݀	௫௬௭݌

ିஶ  (34) 

 
where x is the kernel function of MSVM, y is the class, 
z is the MSVM Vector. 
 
 
ROC Curve performance: 

The roc curve plotting performance is shown in 
Fig. 2. This figure represents the MSVM algorithm 
performance based in Bundle of features. 
 

 

 
 

Fig. 2. ROC Characteristics 
 

 
3. Experimental Results 
 
The experimental results are shown in Fig. 3-12. 
 

 

 
(a) 
 

 
(b) 

 
Fig. 3. (a) EEG signal of channel 1, (b) EEG signal of channel 2. 
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Fig. 4. Input original data. 

 
 

 
Fig. 5. Band pass filtered signal. 

 

 
Fig. 6. Decomposed signal. 

 
 

 
Fig. 7. Gamma Feature. 

 

 
Fig. 8. Beta Feature. 

 
 

 
Fig. 9. Alpha Feature. 

 

 
Fig. 10. Theta Feature. 

 

 
Fig. 11. Delta Feature. 
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Fig. 12. MSVM Performance. 
 
 

4. Confusion Matrix Performance 
 

The confusion matrix describes the performance of 
MSVM performance based on features. It is 
represented as performance of MSVM Classification 
algorithm. This technique expose as accuracy (ACC), 
specificity (SPC), sensitivity (TPR), false positive 
(FPR), false negative (FNR), true positive (TPR), true 
negative (TPN). The Confusion Matrix is shown in 
Fig.13. 

 
 

 
 

Fig. 13. Confusion Matrix performance. 
 
 ܴܶܲ =	ܶܲܲ (36) 

 ܲ = ܶܲ +   ܰܨ
ܥܲܵ  = ܶܰܰ

 (37) 

 ܰ = ܲܨ + ܶܰ  
 

ܸܲܲ = ܶܲܶܲ +  (38) 	ܲܨ

 ܸܰܲ = ܶܰܶܰ +  (39) 	ܰܨ

ܥܥܣ  = ܶܲ + ܶܰܲ + ܰ  (40) 

 

Comparison performance of existing system and 
proposed system are shown in the Table 1. 
 
 

Table 1. Comparison Features Performance. 
 

Features Existing system Proposed 
system 

Entropy 0.9624 0.9441 

Mean 3.314 2.056 

Variance 1.193 3.36 

STD 1.0365 0.0174 

SNR 3.1975 0.0118 

LRPE 30.1205 3.0137 
 
 

This table briefly explained about arousal 
detection of EEG and PSG data base. This 
performance analysis is briefly explained Brain signal 
analysis and also arousal and valance detection. This 
tabulation mentioned as different features by EEG DB. 
The features are Entropy, Mean. Standard Deviation, 
Signal to Noise Ratio, Logarithmic Relative Power 
Energy. These features are peacefully extracted from 
EEG and PSG using MSVM Proposed system. This 
implementation are developed by MATLAB 2013a 
Software , Memory 2 GB RAM, 3.40 GHz processor 
are we have used. This processor has only able to 
performing and speed result by using our MAT files 
DATA BASE. 

 
 

5. Conclusion 
 

In this paper, the Arousal band detection approach 
is performed by Chebyshev with MSVM segmentation 
& Classification algorithms. The segmentation 
algorithm mainly to segment EEG and PSG Database, 
and then extracting bands from EEG based in 
frequency range. The algorithm result shows that the 
various features from various algorithms and its all are 
parameters are evaluated. Mainly compared features 
by segmentation level algorithm. 

 
 

References 
 
[1]. J. J. Dongarra, B. Straughan, D. W. Walker, 

Chebyshev tau-QZ algorithm methods for calculating 
spectra of hydrodynamic stability problems, Applied 
Numerical Mathematics, Vol. 22, Issue 4, December 
1996, pp. 399-434. 



Sensors & Transducers, Vol. 211, Issue 4, April 2017, pp. 43-50 

 
 

50

[2]. Yunkai Zhou and Yousef Saad, A Chebyshev–
Davidson Algorithm for Large Symmetric Eigen 
problems, SIAM. J. Matrix Anal. & Appl., 29, 3, 2007, 
pp. 954–971. 

[3]. John P. Boyd, A Fast Algorithm for Chebyshev, 
Fourier, and Sine Interpolation onto an Irregular Grid, 
Journal of Computational Physics, 103, 1992,  
pp. 243-257. 

[4]. Martin H. Gutknechta, Stefan Röllin, The Chebyshev 
iteration revisited, Parallel Computing, Vol. 28, 2, 
February 2002, pp. 263–283. 

[5]. Enis Getin, Omer N. Gerek, and Yasemin Yardimci, 
Equiripple FIR filter design by the FFT algorithm, 
IEEE Signal Processing Magazine, Vol. 14, Issue 2, 
1997, pp. 60 - 64. 

[6]. Ales Prochazka, Jaromir Kukal, Oldrich Vysata, 
Wavelet transform use for feature extraction and EEG 
signal segments classification, in Proceedings of the 
3rd International Symposium on Communications, 
Control and Signal Processing (ISCCSP’08), 2008. 

[7]. Ibrahim Omerhodzic, Samir Avdakovic, Amir 
Nuhanovic, Kemal Dizdarevic and Kresimir Rotim, 
Energy Distribution of EEG Signal Components by 
Wavelet Transform, in Wavelet Transforms and Their 
Recent Applications in Biology and Geoscience, 
Dumitru Baleanu (Ed.), InTech, 2012. 

[8]. Hsiao-Chun Wu, Novel robust optimal filter design 
method and new transition band analysis, in 
Proceedings of the IEEE International Symposium on 
Broadband Multimedia Systems and Broadcasting 
(BMSB), 2013.  

[9]. Sande Seema Bhogeshwar, M. K. Soni, Dipali Bansal, 
Design of Simulink Model to denoise ECG signal 
using various IIR & FIR filters, in Proceedings of the 
International Conference on Optimization, Reliability, 
and Information Technology (ICROIT’14), 2014. 

[10]. Tao Zhou, A scale invariant keypoints detector, in 
Proceedings of the International Conference on 
Security, Pattern Analysis, and Cybernetics (SPAC), 
2014. 

[11]. E. A. Barra, J. M. Jagadeesh, Wavelet functions to 
estimate velocity in spatiotemporal signals, IEEE 
Transactions on Signal Processing, Vol. 46, Issue 4, 
1998, pp. 1105 – 1118. 

[12]. Benzy V. K., Jasmin E. A., Rachel Cherian Koshy, 
Frank Amal, Wavelet Entropy as a measure of Depth 
of Anaesthesia, in Proceedings of the 3rd International 
Conference on Signal Processing and Integrated 
Networks (SPIN’ 16), 2016. 

 

 

__________________ 
 

 

Published by International Frequency Sensor Association (IFSA) Publishing, S. L., 2017 
(http://www.sensorsportal.com). 

 
 
 
 
 
 
 

 
 

http://www.sensorsportal.com/HTML/BOOKSTORE/Sensors_and_Signals.htm
http://www.sensorsportal.com/HTML/BOOKSTORE/Sensors_and_Signals.htm


Sensors & Transducers, Vol. 211, Issue 4, April 2017, pp. 51-62 

 51

 

Sensors & Transducers
Published by IFSA Publishing, S. L., 2017 

http://www.sensorsportal.com

 
 
 
 
 

Optimal Threshold Estimation Using Cultural Algorithm 
for EMD-DWT based ECG Denoising 

 
Rama Raju N. S. V. N. and 2 V. Malleswara Rao 

Department of Electronics and Communications, GITAM University, INDIA 
Tel.: 9440922326  

E-mail: ramarajupro@gmail.com, vmalleswararao@gitam.edu 
 
 

Received: 2017   /Accepted: 31 March 2017   /Published: 30 April 2017 
 
 
Abstract: The electrocardiogram (ECG) signal is widely used as one of the most important for analysis of cardiac 
condition of patients. It is necessary to filter the non-stationary noise from source to find clean ECG. This work 
falls within the overall framework of digital processing of the physiological signal. AT first data driven EMD 
method is chosen to get the IMFS and these IMFS further passed though DWT for filtration. To achieve the 
adaptive filtering process better further optimal threshold is calculated based on cultural algorithm. Denoising is 
performed on MIT-BIH database and evaluated with parameter called SER, MSE, and cross correlation. It is found 
that the hybrid algorithm EMD + DWT + Cultural based yield better results than traditional methods. 
 
Keywords: EMD, DWT, IMF, SER, MSE, Cultural algorithm. 
 

 
 
1. Introduction 

 
Automated processing of ECG signals has gained 

widespread interest in the last few years in both 
medical and signal processing environments. The 
challenge is very interesting: given the "sensitivity" of 
the field, the final goal of automatic processing (to 
complete or even substitute the physician's 
contribution) remains a particularly delicate task. 

During the acquisition process, ECG signals are 
affected by multiple sources of distortion. The pre-
processing step should minimize the effect of these 
interfering interferences, while conserving the useful 
components of the signal with great attention. Among 
the most common disturbances are interferences with 
the electrical network (the "50 Hz"), baseline 
fluctuations (due to breathing or patient movements) 
and so called "electromyographic noise" "(EMG) 
caused by muscle activity [1]. ECGs are superposing 
in this domain. other researchers have used spatial 
filters based on the fact that the maternal and they use 
a number of electrode signals, to find a linear 

combination between the observations, and determine 
the best coefficients to model a weighted sum of these 
observation signals. EMD (empirical mode 
decomposition) based approach is proposed to remove 
high frequency noise and base line wandering in MIT-
BIH database [2]. Suggested work has few 
deficiencies regarding the discard of unwanted IMFs, 
hence hybrid approach with ensemble empirical mode 
decomposition along with Wiener filter is proposed.  
[3-4] hence further adaptive techniques adopted to 
justify the non-stationary behaviour of ECG signals 
are explored with nonlinear Bayesian filtering 
framework with adaptive Gaussian noise [5]. 

Beside the mentioned methods, adaptive filter has 
also been applied successfully on the problem of ECG 
extraction [6]. This filter is generally based on 
adapting the coefficients of a linear filter through 
several iterations in order to estimate the adaptive 
filters may be sensitive to the temporal shape of the 
reference signal especially if only one reference is 
used; therefore, it normally requires multi reference 
signals [7-8]. 

http://www.sensorsportal.com/HTML/DIGEST/P_RP_0223.htm
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Some studies have formulated the ECG extraction 
as a blind source separation (BSS) problem [9]. BSS 
is based on the assumption that the abdominal ECG 
channel is composed of independent components. The 
two main approaches which exist in this regard are 
Principal Component Analysis (PCA) and 
Independent Component Analysis (ICA). PCA tries to 
project the mixing signal onto the principal axis of its 
covariance matrix. Therefore, the PCA components 
are geometrically orthogonal by construction and also 
statistically orthogonal. This method is thus based on 
the removal of second order dependencies of the 
observation signals [10]. ICA approach looks for 
components which are not necessarily geometrically 
orthogonal, but are statistically independent, and tries 
to remove the higher order statistics of the sources 
[11].The aim of ICA is to find the mixing matrix in 
equation (2.4) such that the sources are mutually 
statistically independent. The aim of ICA is to find the 
mixing matrix [12] such that the sources are mutually 
statistically independent. ICA is compared to PCA 
[13] and is proved to perform better in the literature 
[14-15]. 

The wavelet transform (WT) is another approach 
that has been proposed for the problem of ECG 
denoising. Different techniques for noise removal 
and/or detection of ECG waveforms have been used 
using Shannon and Tsallis entropy [16]. Non-local 
wavelet transform domain filtering [17] and optimal 
selection of wavelet thresholding algorithm for ECG 
signal denoising [18] has been proposed. The 
threshold selection was major issue while denoising 
the ECG, to overcome the problem various hybrid 
model has been proposed, electrocardiogram 
extraction based on non-stationary ICA and wavelet 
denoising [19] which claim better extraction of noise 
free ECG compare to traditional DWT method. 
Denoising of weak ECG signals by using wavelet 
analysis and fuzzy thresholding [20] claims optimal 
threshold calculation according to signal nature. 
Genetic algorithm and wavelet hybrid scheme is 
further proposed for denoising the ECG [21]. ECG 
signal denoising by functional link artificial neural 
network (FLANN) [22], An adaptive filtering 
approach for electrocardiogram (ECG) signal noise 
reduction using neural networks [23], has been 
proposed with limitation of predefined training 
information. PSO combined partial differential 
equation filtering based approach is suggested for 
ECG [24]. Further Modified PSO is suggested for 
denoising [25]. The soft computing based approaches 
ensures the optimal solutions of threshold estimation 
[26-29]. This paper proposes the hybrid approach of 
denoising the ECG signals. 

 
 

2. Pre-Processing of ECG Signal 
 

During the automatic processing of the ECG signal, 
consisting of the succession of a few steps 
(segmentation, analysis, classification), a pre- 
processing stage often imperatively necessary. It can 

include all processing to eliminate the various 
perturbations which degrade the quality of the 
recording: the interference with the baseline 
oscillations due to movements or respiration of the 
patient, noise induced by the electrical activity of the 
muscles etc. Except the quality of the signal to be 
treated (this whole category of processing is 
sometimes grouped under the generic name of 
"denoising) manuscript in different sections. 
 
 
2.1. Denoising of the ECG 

 
The ECG signal is subjected to a set of 

disturbances caused by the movements or breathing, 
muscle electrical activity, inappropriate positioning 
electrodes, interference with the electrical network etc. 
All these undesirable phenomena lead to a degradation 
of the quality of the recorded ECG signal and make it 
automatic processing. Therefore, preliminary signal 
processing is strongly necessary in most cases. Given 
the peculiarities of the field, the quality of such a pre-
processing must be irreproachable: it must consider 
the elimination of disturbing influences, while 
faithfully keeping the essential characteristics of the 
useful waves that make up the signal. These 
characteristics (including form, duration, and 
spectrum) will later be used to extract the parameters 
that "decide" the classification, therefore their slightest 
degradation can affect the automatic "verdict", that is 
to say the classification of the patient. This clearly 
explains the importance of denoising quality. 

In recent years, new techniques based on the 
wavelets have become popular in the context of signal 
denoising. Indeed, this transformed has the remarkable 
property of "concentrating" most of the signal energy 
useful in a reduced number of high energy coefficients 
in the "transformed" domain. By against, the 
coefficients representing the image of the noise in the 
domain of the transformed wavelets will be numerous, 
but of low energy. In view of the above observations, 
the principle of a denoising system based on the 
wavelet transform results quickly. It consists of three 
successive steps: 
1. Application of the wavelet transform to the signal 

affected by noise. 
2. The filtering of the coefficients thus obtained, 

according to a certain criterion. 
3. The calculation of the inverse transform, starting 

from the coefficients resulting from step former. 
Such a denoising algorithm was originally 

proposed by Donoho [30] for the case of additive 
noise. It relies on the use of the discrete wavelet 
transform (DWT) for steps 1 and 3 and on non-linear 
adaptive filtering of the coefficients in step 2, known 
filtering on the name of "thresholding". The threshold 
value is set taking into account the estimate of the 
variance of the noise which affects the useful signal. 
In fact, this modality of choosing the threshold 
constitutes the weak point of the algorithm, since it 
does not take not consider any information regarding 
the useful signal. In attempting to overcome this 
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disadvantage, an alternative approach has been 
implemented for step 2 of the algorithm. It includes a 
category of techniques of optimized threshold using 
cultural algorithm. In this case, cultural algorithm will 
predict threshold based on fitness function, which can 
further filter of the useful signal coefficients and the 
noise coefficients. The filtering will be the direct 
implementation of the analytical solution that 
maximizes the conditioned probability of useful 
coefficients, being "Noisy" observations. In order to 
implement the denoising of the ECG signals, this 
approach, given its rigorous mathematical bases and 
the experimental results obtained on working time. 
Towards such an approach, also carried out by 
experimental and theoretical studies on the particular 
case of ECG signals. 

 
 

2.2. Soft Filtering in the Domain of the 
Wavelet Transform Applied for the ECG 
Signals 

 
In the case of a soft filtering of the wavelet 
coefficients, the performance of the method are 
determined by two factors: 
• The accuracy of a proper prediction of local and 

statistical property of the wavelet coefficients, both 
for the useful signal and for the noise. 

• The quality of the prediction of the parameters for 
the two components (useful and disruptive) of a 
wavelet coefficient. 
Of particular interest for the case of ECG signals is 

the Wiener filter says "Empirical" in the field of DWT, 
filter proposed in [31] and presented as an 
improvement of the "classical" Wiener filtering in the 
transformed domain. Given the importance of 
transformed into different wavelets. The estimation of 
the parameters of the useful signal is made thus using 

a "pilot signal", obtained by the hard thresholding of 
the wavelet coefficients resulting from the application 
of the first DWT. This is the first step of the algorithm. 
The Soft threshold based filtering of the coefficients is 
done in the domain of the second DWT, under the 
hypothesis of a Gaussian distribution for both the 
useful and noise coefficients. This filtering is the 
second step of the algorithm. The idea has been 
implemented under different forms in the [32-34] case 
of ECG signals and the results been satisfactory. The 
benefits of such an approach have been stated and 
verified empirically by the authors in [35]. First, it is 
the ability of the system to properly preserve the forms 
of the useful waves of the ECG signal. Indeed, the 
conventional disadvantages of the denoising by the 
thresholding of the DWT in its usual form (sometimes 
called "DWT Decimated ") can be found in the case of 
ECG signals, with disturbing effects. Reconstruction 
of useful waves could be severely damaged by 
artefacts such as parasitic oscillations at the beginning 
and at the end of the QRS complex (the phenomenon 
of Gibbs, attributed to the translational variance of the 
decoded DWT) [35-37] or by the deformation of the 
"slow" waves of the signal (the P and T waves). In 
[35], the authors use a wavelet mother well localized 
in time to obtain the pilot signal, wavelet having the 
role of correctly reproducing the exact form of the 
QRS complex. The negative effect of such a choice for 
the shape of the P and T waves (which have a 
relatively slow temporal evolution) is corrected by the 
second step of the algorithm, where wavelets are well 
localized in frequency are preferred. 
 
 
3. Proposed Method 
 

The architecture for denoising method is shown in 
Fig.1. 

 
 

 
 

Fig. 1. Architecture for denoising method. 
 
 

3.1. EMD: Original Method 
 

Empirical Mode Decomposition (EMD) is a tool for 
Decomposition of non-linear, non-stationary signals 
proposed by Huang and his Colleagues [38]. It is 
defined by an empirical decomposition algorithm, 
without genuine theoretical evaluation. Despite its 
limited theoretical foundations, the method is applied 
to several types of real signals, including physiological 

signals and Biomedical, where promising results are 
obtained. The EMD is used to extract descriptors from 
speech signals to classify emotions. It also used to 
extract descriptors of physiological signals, As well as 
to analyse the gastro-oesophageal information. The 
first time that the EMD method was tested on cardiac 
ECG signals, it was in the [9], who applied this method 
on simulated ଵܵ and ܵ ଶsignals [39]. Liu et al. [40] used 
the Hilbert-Huang transformation, which is based on 
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the Decomposition EMD, to extract features of cardiac 
sounds [40]. 

In primary step, the algorithm for EMD technique 
will be presented. The second step consists in applying 
the algorithm to real signals S1 and S2, in order to 
propose a method for extracting descriptors that 
discriminates between S1 and S2. The EMD is a 
recursive algorithm that aims to separate any signal 
x(t) into two components: approximation component 
which is the low frequency component (slow 
variations) and a second high frequency component 
(fast variations) called detail. These components are 
IMFs (Intrinsic mode functions). The main motivation 
for empirical modal decomposition is that it does not 
depend on the choice of a particular basis, such as 
wavelets, for example; The EMD is totally adaptive. 
The EMD algorithm, applied to the signal x(t), can be 
illustrated by the following steps: 
 
EMD Algorithm 
 

1. Initialization, (ݐ)ݎ = ݇	and(ݐ)ݔ = 1. 
2. Determine the extrema (maxima and minima) 

of the signal (ݐ)ݎ. 
3. Interpolate by a cubic spline the minima and 

maxima to generate an envelope ݁ ௠௜௡(ݐ) and ݁௠௔௫(ݐ), 
respectively. 

4. Calculate the mean 	m(t) = [ୣౣ౟౤(୲)ାୣౣ౗౮(୲)]ଶ  

and extract intermediate functions: ݌௜ = (ݐ)ݎ − (ݐ)ݎ and let (ݐ)݉ =  (ݐ)݉
5. As long as ݌௜ does not satisfy the conditions of 

an IMF (Intrinsic Mode Function), repeat: 
• Calculate the mean ݉௜(ݐ) of 	݌௜(ݐ) 
(ݐ)௜ାଵ݌ • = (ݐ)௜݌ − ݉௜(ݐ); 	݅ = ݅ + 1 
6. 	݀௞(ݐ) = (ݐ)ݎ	݀݊ܽ(ݐ)௜݌ = (ݐ)ݎ − ݀௞(ݐ) 
7. If (ݐ)ݎ is not monotone, return to step 2 and 

apply the increment in ݇	as (݇ = ݇ + 1). Otherwise, 
the decomposition is complete. 

At the end of the decomposition, (ݐ)ݔ can be 
reconstructed as follows: 

 
(ݐ)ݔ  = ∑ ݀௞(ݐ) + ே௞ୀଵ(ݐ)ݎ   (1) 
 

The theoretical basis of the EMD method and to 
solve some disadvantages. For example, the spline 
interpolation, which aims to construct the envelopes of 
maxima and minimas respectively, generates in some 
cases "overshoot"; where the envelope constructed has 
an amplitude greater than the maximum of the signal, 
which introduces artefacts in step 5 of the algorithm, 
which is normally referred to as "Shifting Process" 
(SP). The individual IMFs are further samples to the 
cultural optimized soft thresholding. 
 

 
3.2. Discrete Wavelet Transform 
 
The different IMFs obtained from EMD (in case of 
mixed signals) holds some noise content as the abrupt 
peaks in signals. Every IMF is further transformed into 
frequency domain for more localize information about 

noise by DWT. It gives Detailed Coefficients (DC) 
and Approximate Coefficients (AC) of signals 
according to high and low pass filtration accordingly. 
 

 ௜ܺ = ଵ√ெ∑ ௜௡߮(ݐ)ݔ (݊)    (2) 

 

 ௝ܺ = ଵ√ெ∑ ௡߰(ݐ)ݔ (݊)   (3) 

 
where 	݅ ≥ ,(݊)is the output and ߮௜ (ݐ)ݔ ,݆  (݊)߰(ݐ)ݔ
depends upon ݊ = 0,1, ܯ… − 1. Equation (2) 
represents the approximate coefficients and Equation 
(3) represents detailed coefficients. This method 
corresponds to the objective set out at the beginning of 
the course and is the result of a theoretical and 
practical study on the subject of the processing of ECG 
signals. 
 
 
3.3. Working Hypotheses 
 

We consider the case of an ECG signal (s) 
perturbed by noise in an additive way (p). Since the 
classical white noise assumption is not realistic in the 
case of real physical noises that disrupt the ECG 
signal, the assumption is that the noise is additive, 
coloured, Gaussian and of zero mean. While the 
Gaussian and zero-mean PDF does not reduce the 
generality of the method, the hypothesis of a coloured 
noise predominantly considers the broadband type 
noise produced by the electrical activity of the 
muscles. This type of noise, called EMG 
(electromyography) noise, is the most difficult to 
remove, because its spectrum is partially coincident 
with the frequency band occupied by the useful ECG 
signal. Generally, it is considered as a random, wide-
band noise (the phrase "almost white" is sometimes 
used in the literature) and having a non-stationary 
character. It should also be noted that for real ECG 
signals, an accurate characterization of the noise is not 
available. This means that even if one knows the 
possible sources of disturbance (listed above), neither 
the noise statistic nor its power spectral density is 
known. In practice, all the characteristics of the noise 
can vary between two separate ECG signals and even 
for recording from a single individual over time. We 
are then obliged to make the most general assumptions 
a priori, to place ourselves within a sufficiently broad 
and generic framework. 

As for the signal, the authors in [32-34] take into 
account a Gaussian PDF of the DWT coefficients of 
the ECG signal. The hypothesis, on which the 
possibility of filtering Wiener is based, is not 
sufficiently realistic. In fact, the ECG signal has a 
highly non-stationary character: there are some 
"prominent" waves (P, QRS, T) separated by intervals 
that mark the lack of electrical activity (the isoelectric 
segments). In the domain of the wavelet transform, 
this results in the existence of a relatively small 
number of high-energy coefficients (marking 
especially the "breaks" in the signal, i.e. the 
beginnings and ends of the waves) and a large number 
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of low-energy coefficients, corresponding to the 
isoelectric segments and the slow variation portions of 
the signal. Therefore, the hypothesis of a Gaussian 
distribution seems inappropriate for realistic modeling 
of the useful coefficient statistics. To take into account 
the observations presented above, it was considered 
that a heavy-tailed distribution for the coefficients 
PDF is more realistic, and the particular case of a 
Laplacian distribution becomes very attractive given 
its Simplicity of calculation [41-42]. In order to 
illustrate the plausibility of this a priori assumption, 
the empirical observations (the histogram of the 
wavelet coefficients) and the theoretical curve 
representing a PDF. It should be remembered that the 
mathematical form of a Laplacian law is: 
 

(ݓ)ௐ݌  = ଵ√ଶఙೢ exp ቀ− √ଶ|௪|ఙೢ ቁ, (4) 

 
where ߪ௪ is the standard deviation of the wavelet 

coefficients ݓ. 
The proposed denoising algorithm consists of two 

distinct steps: 
 

Step 1: Obtaining the processed signal 
The processed signal represents an estimate of the 

useful ECG signal. It is used to calculate the optimal 
threshold according fitness function of cultural 
algorithm, with the necessary statistical estimates of 
the useful wavelet coefficients. To obtain the 
processed signal, the noisy signal is sampled with 
EMD decomposition and obtained IMFs are 
transformed in the domain of the DWT ݓଵ and its 
coefficients are threshold. The inverse transform is 
then applied to obtain the processed signal. For this 
step, it is better to choose a well-located mother 
wavelet in time [32]: it has been determined 
empirically that the daubechies wavelet provides the 

best results. The filtering in the domain W1 is non-
linear and consists in the simple application of a 
thresholding strategy: either soft-thresholding or hard 
thresholding [30]. Since no white noise has been 
assumed, this thresholding must be adapted to each 
decomposition scale of the DWT (the power of the 
noise is not equally distributed in all the frequency 
sub-bands corresponding to the different 
decomposition scales). 
 
Step 2: The optimal threshold from cultural 
algorithm in the domain of the 	ࢃ૛ wavelet 
transform 

In general, an optimal threshold maximizes the a 
posteriori probability of obtaining the useful values, 
given the noisy observations. In Fig. 2, the steps taken 
to implement the second stage of the denoising 
algorithm were explained. 

The Discrete wavelet transform (DWT) [43-44] 
was used for this step. The source of diversity is the 
wavelet wave selected for the calculation of the DWT. 
Generally, obtaining diversity is desirable because in 
each variant of the signal obtained by diversity there 
remains the same original signal (useful signal, signal 
to be estimated), affected by several variants of the 
noise. In fact, the transform proposed in [43-44] 
consists practically in different L DWT applied to the 
same input signal (see Fig. 2). For the particular case 
of an ECG signal, it is better to use in this step wavelet 
functions which are well localized in frequency (which 
may well preserve the forms of the P and T waves) and 
at the same time which are not Implemented by means 
of filters with an extremely long impulse response 
(these filters would introduce oscillations around the 
QRS complex) [32]. A compromise must therefore be 
secured in this respect. Another source of possible 
diversity is represented by the circular permutations of 
the signal samples. 

 
 

 
 

Fig. 2. Illustration of the second stage of the denoising algorithm. 
 
 

The signal at the input of the system (x) is 
considered as composed of a useful signal (s) affected 
by additive noise (p): 
 
 X = s + p   (5) 

After the application of the DWT, one obtains at 
its output L sequences of wavelet coefficients, each 
sequence corresponding to the mother wavelet used 
for the calculation of the DWT: 
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 ݈௪ = ݈௨ + ݈௡, (6) 
 
where ݈௨ is the useful coefficients and ݈௡ is the noise 
coefficients, with ݈ = 1, . . . ,  The cultural algorithm .ܮ
gives the optimal threshold value according to fitness 
function of power spectral subtraction. The optimal 
threshold provides a filter maximizes the a posteriori 
probability of obtaining the useful coefficients (݈௨), 

given the observations disturbed by the noise (݈௪). 
The goal is to find for each DWT coefficients and 
hence the solution of the equation: 
 

 ݈௨(݈௪) = arg௟ೠ max 	௨/௪݌ ቀ௟ೠ௟ೢቁ  (7) 

 
Using the Bayes rule, equation (4) becomes: 
 ݈௨(݈௪) = arg௟ೠ max ቀ݌௪/௨	 ቀ௟௟ೢೠቁ . ቁ	௨(݈௨)݌ =arg௟ೠ max(݌௡	(݈௪ − ݈௨).  )  (8)	௨(݈௨)݌

 
This equation expresses the estimation of the 

useful coefficients as a function of the probability 
densities respectively of the coefficients of the noise 
 The signals .(௨݌) and of the useful coefficients (௡݌)
are in transformed domain only hence under 
consideration that a Gaussian distribution for the noise 
and Laplacian coefficients for the useful coefficients. 
Under these assumptions, the analytical solution of 
equation (7) [41-43] is: 

 

 ݈௨ෝ = ቆ௟ೢିඥమ೗഑೙మ೗഑ೠ ቇశ௟ೢ . ݈௪, ݈ = 1, , , , , 	,ܮ  (9) 

 

where (ܺ)ା = ቄܺ, ܺ	݅ݏ > 00, ݏݎℎ݁ݐ݋  . It can easily be seen that 

equation (9) actually represents a soft thresholding 
operation of the noisy coefficients, the threshold value 
being: 
 

 ݈ௌ = ඥଶ೗ఙ೙మ௟഑ೠ ,  (10) 

 
Where σu is the variance of the noise and ݈ఙೠ  is the 
estimated value of the coefficients of the useful signal 
for the DWT with the index 1. Indeed, the exact values 
of these parameters are not known (this would have 
solved our problem ideally) and must be estimated. 
The value of the useful coefficients, it will not remain 
constant across a decomposition scale. It is the non-
stationary character of the ECG signal which leads to 
such a consequence: there will be breaks in the signal, 
marked by groups of high-energy wavelet coefficients, 
with successive zones of low-amplitude coefficients. 
Therefore, the local evaluation of this parameter is 
necessary, and the fact that a pilot signal is available 
facilitates this evaluation: instead of the standard 
deviation (equation 9) we take the absolute value of 
each DWT coefficient of the pilot signal. In practice, 

the value of the threshold will be particularized for 
each coefficient: thus, the filtering becomes adaptive. 
In terms of noise variance, it is usually evaluated using 
the well-known median estimator: 
 	 ௡ଶߪ = ௠௘ௗ௜௔௡	൫௪(௝,௞)൯଴.଺଻ସହ  (11) 

 
where 	݇ = 1,… . ݆ 2௝ and/ܯ, = ,݆)ݓ  ,1 ݇) is the 
wavelet coefficient that occupies the position k in the 
decomposition scale j and M is the length of the DWT. 
In the case of a white and Gaussian noise, the estimate 
is made only for the coefficients of detail obtained 
after the first iteration of the DWT (j = 1): given the 
white character of the noise, this estimate remains 
valid for the others Scales, because ߪ௡ଶ do not depend 
on the scale j. On the other hand, if we consider the 
case of a noise that is not AWGN, the situation 
changes and the estimate must be made on each scale 
in particular. 

The empirical study of the denoising of ECG 
signals has led to a different method for estimating this 
variance of noise. The reasoning is as follows: since 
the pilot signal is an approximation of the useful signal 
and since the noise is additive, it can be stated that the 
difference between the input signal and the pilot signal 
will be an approximation of the noise. Therefore, in 
order to obtain the variance of the noise at 
decomposition level j (of the DWT), this transform 
will be applied to the "noise" signal and the variance 
will simply be computed at j for the noise coefficients 
obtained, which will provide us The desired estimate. 
Considering all the observations made before, 
equation (6) becomes: 
 

 ݈௨(݆, ݇) = ቂ௟ೢ(௝,௞)ିඥଶ೗ఙ೙మ ௟഍ೠ(௝,௞)ൗ ቃశ௟ೢ(௝,௞) . ݈௪(݆, ݇), (12) 

 
where ݈కೠ(݆, ݇) is the coefficients of the DWT (using 
the mother wavelet with the index l) of the pilot signal. 
The relation in equation (12) shows that the Soft 
threshold based filtering is applied to each sample in 
particular ("sample-by-sample" processing), which is 
in agreement with the non-stationary character of the 
ECG signal (the threshold value must be variable in 
time) and with the colour spectrum of the noise (the 
threshold value must be "adapted in frequency"). 

As we have already discussed before, the use of the 
DWT in this stage of the algorithm provides a gain in 
diversity. Concretely, we have L different estimates 
for the key parameters of equation (9) instead of a 
single one. In our case, variance of the noise and the 
standard deviation are the useful coefficients. To 
measure this dependence, we define the sensitivity of 
the estimate of the coefficients: 

 

 ܵ௨(ߪ௨) = ௗ௨ௗఙೠ ఙೠ௨   (13) 
 

For coefficients which are greater than the 
threshold defined by (10), substituting equation (9) in 
equation (13), this becomes: 
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	 ܵ௨(ߪ௨) = √ଶఙ೙మఙೠ௪ି√ଶఙ೙మ  (14) 

 

The function defined in (14) is decreasing in ߪ௨. 
The wavelet coefficients have a small local variation 
in the zones corresponding to the slow evolution of the 
signal (for example, P wave). For these zones, with 
small values of the parameter ߪ௨, equation (14) 
indicates a greater approximation error. In this context, 
the use of L distinct estimates for ߪ௨ can improve the 
results especially for these portions of the signal. This 
helps us to preserve the shape of the P wave, which is 
the most sensitive to noise and denoising (because of 
its low amplitude and its varied morphology). 

Returning to Fig. 2, after the Soft threshold based 
filtering, the denoised signal is obtained via the 
discrete wavelet transform (DWT). This consists of 
calculating each inverse DWT (corresponding to the 
DWTs used in the DWT). The output signal is 
obtained by calculating the mean of the L variants 
denoised by ݈௦௖ from the following relation. 
 

(݊)ݏ  = ଵ௅ ∑ ݈௦௖(݊)௅௟ୀଵ ,	݊ = 1,… 	ܯ,  (15) 
 

Note that by means of the results of the various 
filtration given by (12). It can be assumed the residual 
noise is a Gaussian random process with zero mean. 
Its different realizations are the sequences of residual 
noise (which has "survived" soft threshold filtering) 
which disturb the useful signal. On the other hand, 
each sample can be considered as the summation of a 
useful sample (which, theoretically, is always the same 
since there is only one useful signal) and a residual 
noise sample (which is different for each branch of the 
DWT). Consequently, the calculation of the average of 
the corresponding samples at a fixed time point will 
result in the reciprocal cancellation of the remaining 
portion of noise in each sample. On the other hand, the 
useful signal will be well preserved (under the 
condition that the signal does not vary very quickly). 

A "second iteration" of our algorithm could further 
improve the results. This iteration would consist in the 
reuse of the denoised signal as a better version of the 
processed signal. The signal resulting from the output 
of the system is returned to the input of the filtration 
process, where it will act as the processed signal for 
this second iteration. 

Fitness function of cultural algorithm: 
Spectral flatness: [44] 
The spectral flatness is calculated by dividing the 

geometric mean of the power spectrum by the 
arithmetic mean of the power spectrum, i.e.: 

 Flatness = ට∏ ୶(୬)ొ-భ౤సబొ
∑ ౮(౤)ొ-భ౤సబొ = ୣ୶୮ቀభొ ∑ ୪୬ ୶(୬)ొ-భ౤సబ ቁభొ ∑ ୶(୬)ొ-భ౤సబ 		  (16) 

 

where ݔ(݊) represents the magnitude of binary 
number ݊. 

Cultural algorithm will evaluate the optimal 
threshold according to following fitness function. 

 
ݎܧ  = ݉݅݊(1 −  (17) (ݏݏ݁݊ݐ݈ܽܨ

 
After spectral subtraction, filtered IMFs are 

summed up to get the reconstructed signal. 
 
 

3.4. Cultural Algorithm 
 

Inspired by the process of social and cultural 
changes, the CA was developed to enhance 
evolutionary computation. Cultural algorithms 
(introduced by Robert G. Reynolds) [44] modelling 
inspired by the evolution of human culture at two 
levels of scale: 

- The micro level corresponding to a space 
describing a population of individuals; 

- The macro level corresponding to a belief space. 
The interactions between these two levels are 

described on the one hand by a validation / acceptance 
of the evolution of the population towards the space of 
belief and on the other by the influence of beliefs on 
population. 

As Fig. 3 shows, the population space and the 
belief space can evolve respectively. The population 
space consists of the autonomous solution agents and 
the belief space is considered as a global knowledge 
repository. The evolutionary knowledge that stored in 
belief space can affect the agents in population space 
through influence function and the knowledge 
extracted from population space can be passed to 
belief space by the acceptance function. 

In the process of the CA evolution, the population 
space is initialized with candidate solution agents at 
random, meanwhile, the initial knowledge sources in 
the belief space are built. At first the two spaces evolve 
independently. Then the selected agents from the 
population space are used to update the belief space. 
After the knowledge sources being updated, the belief 
space will reversely guide the evolution of the 
population space. 

 
 

These procedures repeat till a termination condition 
has been reached. The CA pseudo code presented by 
[44] is given as follows: 
t=0; no of iteration i=0; 
Define initial value of Population size p(i) 
Define initial value of Belief Space B(i) 
Repeat sequence 
Evaluate Population size P(i); 
Define new B(i), 
Accept (P(i)); 
Adjust (B (i)); 
Variation (P (i) to P(i-1)); 
Stop until condition achieved 
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Fig. 3. CA framework. 
 
 

3.5. Evaluation Parameters 
 

3.5.1. Signal-to-Noise Ratio (SNR) 
 

The signal-to-noise ratio (SNR) is the ratio 
between the signal strength and the noise power. 
 

(ܤ݀)ࡾࡺࡿ  = ݃݋݈	10	 ∑ ௦మ(௡)೙ಿసభ∑ [ௌ(௡)ି	ௌመ(௡)]೙ಿసభ   (18) 

 
 

3.5.2. Signal-to-Error Ratio (SER) 
 

Signal to error ratio defined as 
 

	܀۳܁  = ∑ ∑స૙ܜష૚ۺ(ܜ)૛܁ స૙ܜష૚ۺ൧૛(ܜ)෠܁ି(ܜ)܁ൣ   (19) 

 
where ܵ(ݐ) and መܵ(ݐ)	are the clean and reconstructed 
ECG signal respectively and ܮ	or N is the length of the 
signal. 
 
 
3.5.3. MSE 
ܧܵܯ  = ∑ ൣܵ(݊) − መܵ(݊)൧ଶே௡ୀଵ ∑ [ܵ(݊)]ଶே௡ୀଵൗ  

(20)  

3.5.4. Cross Correlation 
 

Correlation is a measurement of the linear 
relationship between two continuous variables. The 
calculation of the correlation coefficient is covariance 
between two continuous variables. The coefficient of 
correlation is in fact the normalization of covariance. 
This normalization makes it possible to obtain a value 
which will always vary between -1 and +1, 
independent of the scale of the variables considered 
[45]. 
 
 
5. Experimental Setup 
 

The MIT-BIH database [46] is a universal database 
containing 48 half-hour two-way records (DII and 
V5). It has been collected by researchers to be used as 
a reference for the validation and comparison of 
algorithms on the ECG signal. 

• Each ECG recording is sampled at a frequency 
of 360 Hz. 

• The main advantage of this database is that it 
contains a large number of cardiac pathologies, which 
makes it possible to validate the algorithms on a large 
number of ECG signal cases. 
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• The records correspond to subjects that are  
25 men aged 32 to 89 years, and 22 women aged 23 to 
89 years. 

• The signals are numbered from 100 to 124 for 
the first group that includes a variety of waveforms 
and from 200 to 234 for the second group that includes 
a variety of pathological cases. 

• In order to objectively evaluate the quality of 
the proposed methodology, to the usual measures used 
in this sense, noise was added generated artificially 
under MATLAB on a number of 5 signals from MIT-
BIH database. 

The signals were chosen from among the most 
"clean" possible and with morphologies different. To 
evaluate the results, the SNR was calculated. The 
noise was generated via a second order AR process, 
the signal disturbance thus resulting being a coloured 
noise, intended to simulate the physical noise 
broadband of the EMG type. 

To calculate the SNR at the output of the system, 
we have considered as "signal error" the difference 
between the original signal and the denoised signal 
and the evaluation criterion that we used is the 
percentage of normalized squared error (SER) 
between the various reconstructed signals and the 
original signal not noisy. 

Finally an ECG signal evaluate the robustness of 
our method by adding noise to the signals to obtain 
reports Signal / noise (SNR) of 6, 8, 10, 12, 14, 16 and 
18 dB. We compared the performance of the method 
Classical to those of our approach. We have also 
looked at the error of our approach without adding 
signal part of the MFI 1 in the reconstruction, in order 
to apprehend in isolation the effect of the correction of 
threshold estimation on signal reconstruction interest. 
Simulation is carried out using MATLAB 2014. 

Table 1 represents the different ECG signal against 
varying SNR value in dB. The observation shows the 
increase in SER value according increase in SNR. 
Lowest SER achieved when signal strength is high. 
Table 2 represents the comparative study of different 
methods proposed , EMD + DWT + Cultural gives 
better performance against varying SNR compare to 
other tradition al method .Approximately 2-3 dB gain 
is achieved in proposed method. 

Therefore we use cross correlation as a 
measurement of denoising impact on ECG based on 
different SNR, Cross correlation obtained after input 
ECG signal further normalized to get output between 
0 to 1.The correlation coefficient value near to 1 
resemble nearest match to the reference signal. Fig. 10 
shows the maximum cross correlation at 18 dB SNR 
compare to lower order SNR value. 

Fig. 11 claims the mean square value according 
SNR. It is observed that MSE value is high when noise 
power is more, gradually it is decreasing, according to 
decrement in noise power. At 18 dB minimum MSE is 
achieved i.e. .98. Fig. 12 shows the performance of 
signal to noise ratio over different input noise power. 
When input noise power (dB) increases the SNR 
increases. The performance of proposed method 
shows better than EMD and EMD + Wavelet methods. 

 
 

Fig. 4. Original ECG (100 m), noise with 14 dB SNR  
and denoised signal with proposed method. 

 
 
 

 
 

Fig. 5. Generated 1 to 8 IMFs after EMD. 
 
 
 

 
 

Fig. 6. Generated 9 to 14 IMFs after EMD. 
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Fig. 7. Original ECG (105 m), noise with 18 dB SNR  
and denoised signal with proposed method. 

 
 
 

 
 

Fig. 8. Generated 1 to 8 IMFs after EMD. 
 
 
 

 
 

Fig. 9. Generated 9 to 14 IMFs after EMD. 
 
 

Table 1. Experiments carried out for the several records 
from MIT-BIH arrhythmia database for additive white 

Gaussian noise (AWGN). 
 

I/P 
SNR(dB) 

ECG 
100 

ECG 
103 

ECG 
105 

ECG 
119 

ECG 
212 

6 26.6130 33.5129 37.9481 30.7114 25.1185
8 24.0910 33.8904 39.2179 21.4330 33.4391

10 35.9229 33.8653 40.357 32.6768 25.6640
12 28.0034 34.3316 41.3822 33.1530 34.5457
14 26.4311 34.4010 42.2049 33.6560 25.1798
16 36.0674 34.5119 43.1465 32.2159 34.6279
18 35.1695 34.4138 43.4989 34.2534 28.1049

 
 

Table 2. Comparisons various denoising methods for ECG 
record 105 model from MIT- BIH arrhythmia database. 

 
SNR 
(dB) 

EMD 
(dB) 

EMD-
DWT(dB) 

EMD-CL-
DWT(dB) 

6 26.6130 29.234 37.9481 
8 28.498 31.4534 39.2179 
10 32. 229 34.8653 40.357 
12 34.005 36.4556 41.3822 
14 36.5511 38.4010 42.2049 
16 38.0344 40. 119 43.1465 
18 40.145 42.4338 43.4989 

 
 

 
 

Fig. 10. Cross correlation calculation under different SNR 
(6-18) in MIT-BIH (100.mat) data. 

 
 

 
 

Fig. 11. Mean square error calculation under different SNR 
(6-18) in MIT – BIH (100.mat) data. 
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Fig. 12. Comparison of SNR for different methods  
with different input noise power. 

 
 
6. Conclusion 
 

The result of the work on this subject was the 
implementation of a denoising method which relies on 
the statistical properties of the SNR of the ECG signal. 
Some variants different from the proposed method 
have been tested under a variety of conditions and 
results have always been satisfactory. The tests carried 
out were aimed at bringing the more possible of the 
actual conditions from which such processing must 
operate. In this context, we have studied the influence 
of denoising on ECG signal, the synthetic noise ranges 
from 6 dB to 18 dB. The optimal selection of threshold 
using cultural algorithm yield better results than 
traditional results. Approximately 15 % of gain is 
achieved in proposed method. 
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