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ABSTRACT
A Best Band Selection Index (BBSI) algorithm to select the best band combination for image visualization and classification of
high spectral resolution remotely sensed dataset was introduced in this paper.  The BBSI is calculated by two components, one
based on class mean (or cluster mean) difference and the other based on correlation coefficients. Using MODIS/ASTER A i r b o r n e
Simulator (MASTER) images taken over Jertih, Te rengganu in 2000 as the test dataset, the BBSI correctly predicted the best
t h ree-band combination that provided useful information for visualization of the image to collect training samples in superv i s e d
classification.  The BBSI also accurately selected the best four-band combination that produced high overall accuracy
classification map with value of 89.7%. 

Keywords : Best Bands Selection, Image Classification, Image Visualisation, MASTER Remotely Sensed Data       

1.  INTRODUCTION
Remote sensing technology has been widely used to

observe earth surface and made it possible to take detailed
measurements over the entire surface of earth relatively
cheaply and eff i c i e n t l y. Nowadays, advances in sensor
technology are being operated for earth observation make it
possible to collect multispectral remotely sensed data in more
spectral bands with a large dynamic range and fine spatial
resolution for instance, MODIS/ASTER Airborne Simulator
(MASTER) dataset. The MASTER dataset is simultaneously
recorded in 50 spectral bands from visible through thermal
infrared at variety of spatial resolutions 5 – 30 m and 50 m. The
details of spectral characteristics of the 50 bands, which are
referred to the [18] are shown in Tables 1 and 2.

Analysis of multispectral remotely sensed data is usually
performed by pattern recognition techniques. One of the most
widely used pattern recognition techniques for land cover
determination is supervised classification.  The first step in
supervised classification is to obtain training samples that are
representative of each class of  land-cover interest. T h e
collected training samples must be enough and adequately
represent the spectral characteristics of each class in the image
to be classified. The quantity and quality of the training
samples has a significant effect on the classification process
and accuracy [3]. Hughes phenomenon [9] has proven that the
number of training samples limits the accuracy of classification
using optimum bands. Jensen [12] suggested a general rule of
estimating the number of training, where more than 10 time b
pixels of training samples must be collected for each class, if b
bands are used to perform classification.  According to [16], the
process of finding and verifying training samples is labour
intensive, since the analyst must select accurate and sufficient
pixels for each class of interest. Generally, the training samples
collection is performed by direct visual interpretation of the

image or by comparing the information extracted from image
visualisation against the field data and existing maps. It can be
seen that image visualisation is important in training samples
collection because it incorporates association information of
surrounding pixels, such as texture and context to assist data
analyst identify more accurate training samples. In addition,
many experienced users of remote sensing had argued that
automated classification methods should only be accomplished

Table 1: Spectral characteristics of the visible-shortwave infrared
MASTER channels referred to the [18]
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after visual techniques have been fully assessed [7]. To produce
the best quality of colour composite image for visual
interpretation and training samples collection, it is essential to
select the best three-band among the all bands in a dataset that
could provide maximum information on natural resources. 

Second step of supervised classification is selecting the best
bands for classification.  Once the training samples have been
collected, a judgment must be made by the analyst to select
those bands that are most effective in discriminating each class
of information from all others based on the training samples
statistics [11]. In this way, number of bands to be used for
classifying the dataset can be reduced. The Hughes
phenomenon [9] has been proven that for a fixed training
sample size, as the number of bands increases, the separability
is increase, therefore this give potentially improved classifier
performance. Unfortunately, the reliability is when the number
of bands increase more than optimum or certain limit for a
fixed training sample, the accuracies of training statistics
estimation and classification is decrease. As a result, it is
important to select the best optimum bands for classification.

In remote sensing application, many statistical band
selection methods have been developed to identify the best
bands for image visualisation and classification. Optimum
Index Factor (OIF) algorithm is one of the methods to select
the best three-band for image visualisation. This algorithm was
developed by [2] and used by [5]; [7]; [12]; to predict the best
three bands of Landsat Thematic Mapper (TM) dataset for
visual discrimination of land cover classes. The OIF method
relies on an index devised to rank band subsets (e.g. three-
band) according to their information content (i.e. variance and
correlation) [1]. Chavez et al. [2] suggested that the three-band
combination having the highest values of OIF should be
selected for display because of this combination having the
most information content. The OIF has been compared to the

Best Three Bands Combination Index algorithm (BTBCI) in
the best three-band combination selection for image
visualisation of Landsat TM and MASTER datasets [19].  In
the study, the BTBCI is calculated by two components, one
based on cluster mean difference and the other based on
correlation coefficients. The comparison results indicated that,
both BTBCI and OIF algorithms correctly predicted the best
three-band combination for image visualisation of Landsat TM
dataset. However, the two algorithms tested on MASTER
dataset produced different results. The image quality of band
combination selected by BTBCI was smoother and better than
OIF. Some algorithms also available to select the best band
combination for classification. For instance, Tr a n s f o r m e d
Divergence (TD), Divergence (D), Bhattacharyya Distance (B-
distance) and Jeffreys-Matusita Distance (JM-distance)
algorithms have been used and evaluated by [15] in the best
four-band combination selection for classifying multispectral
remotely sensed dataset of an agricultural area. 

The best band combination selection for image
visualization and classification is relatively complex, difficult,
subjective, time consuming and often data dependent.
Sometimes, the best band combination selected to classify the
image is not necessarily the best for image visualisation [15];
[7]; [1]. According to [2] and [17], three-band having high
variances (standard deviation) and low pair-wise correlation
should be selected for image visualisation. In the study of [15]
showed that the bands selection based on variances give poor
classification results, but based on mean differences and
covariance differences produced good classification accuracy
results. Another study done by [1] showed that the correlation
coefficient is rather more essential than covariance in bands
selection for classification. It can be concluded that the mean
differences and correlation coefficients are important in the
best bands selection for image visualisation and classification.
Objective of this study is to propose a Best Band Selection
Index (BBSI) algorithm, which is based on the calculation of
class mean (or cluster mean) differences and correlation
c o e ff icients to select the best three-band for image
visualisation and the best four-band for image classification of
MASTER dataset.

2. METHODOLOGY
2.1. DATA SOURCE AND STUDY AREA

The MASTER dataset was obtained on 19 September 2000
of Jertih area. Jertih is located in the south of Terengganu state,
latitude 5° 44’ 47” and longitude 102° 28’ 43” and covers
approximately 25 sq km. Figure 2 shows the colour composite
image of MASTER bands 3, 7, and 20 for Jertih area. The main
land cover types in the image were paddy, water, rubber,
cleared land and urban. Even though the MASTER dataset has
50 bands, 23 bands were identified as noisy bands, which have
very little energy reflectance from the earth surface. As a result,
only 27 bands of the MASTER dataset were used for analysis.
The 27 bands are bands 1 to 15, bands 20 to 24, and bands 42
to 48.

2.2. BBSI ALGORITHM
The BBSI (Equation 1) is an algorithm extended from the

BTBCI algorithm that is introduced by [19] to select the best
three-band combination for image visualisation of Landsat TM
and MASTER datasets.

Table 2: Spectral characteristics of the mid- thermal infrared
MASTER channels referred to the [18]
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(1)

where, m is total number of classes (or clusters), n is total
number of bands, |mi,k - mj,k | is absolute value of the mean
values difference between classes (or clusters) i and j, (i π j) in
band k, and |CCi,j| is absolute value of the correlation
coefficient values between any two bands i and j, (i π j).
Advantage of BBSI compared to the BTBCI is the BBSI
capable to select a best band combination more than three
bands. The BBSI was calculated by dividing the sum of class
mean (or cluster mean) differences by the sum of correlation
coefficients. The class mean (or cluster mean) differences are
essential in determining the effective bands in discriminating
each class (or cluster) from all others. The greater sum of class
mean (or cluster mean) differences between any two of the
possible all pairs in a spectral band, the greater the degree of
separability between any two classes (or clusters) for all
possible pairs in that spectral band. The sum of correlation
coefficients are important in selecting low correlated band-
pairs in a band combination because high correlated bands  will
contain of tremendous amount of redundant spectral
information content among the bands. The BBSI is favoured of
selecting the band combination having high sum of class mean
(or cluster mean) differences and low sum of correlation
coefficients. The higher the value of the BBSI of a band
combination, the more important the band combination is
considered for image visualisation and classification. 

2.3. BESTTHREE BANDS SELECTION FOR
IMAGE VISUALISA TION

The 27 bands of MASTER dataset produced 2925 possible
three-band combinations. Two main steps of the best three-
band combination selection for image visualisation are cluster
means generation and correlation coefficient extraction. The
cluster means generation process was performed by Iterative
Self-Organising Data Analysis (ISODATA) technique. Four
highest standard deviation bands 5, 8, 9, and 10 of the dataset
were chosen to generate 10 clusters means by the ISODATA
technique. This is because of the selected bands having greater
spread and inhomogeneous among the brightness values of the
pixels. The generated cluster means of al l bands and
correlation coefficient of all possible band pairs for the dataset
were extracted to calculate the BBSI values. The three-band
with the highest BBSI value among the all 2925 band
combinations was selected to produce a colour composite
image for visual interpretation and collecting training samples.

2.4. BESTFOUR BANDS SELECTION FOR
CLASSIFICA TION

Four bands were used to classify the image because this
number of bands produced optimal classification accuracy
results for high dimensional dataset [4]; [15]. The number of
four-band combinations for the 27 bands of MASTER dataset
is 17550 combinations. The procedures for selecting the best
four-band combination are shown in Figure 1. The training
samples col lection was performed after integrating al l
information extracted from the image visual interpretation and

existing land- used maps. The training sample means and
correlation coefficient values were extracted to calculate the
BBSI values. The four-band combination that has the largest
BBSI value was selected to produce a classification map using
maximum-likelihood classifier. The generated classification
map was evaluated for classification accuracy. A total of 750
pixels (150 pixels per class) were collected from land-used
map as reference data to determine the accuracy of
classification. These pixels are belonged to a different set of
ground information from those used for training samples in the
classification. User’s, producer’s, and overall classification
accuracies were assessed by comparing the reference data with
the classification map using an error matrix (Table 5). The
u s e r’s accuracy provides the user information about the
accuracy of the land-cover data. This accuracy calculated as the
number of correctly classified samples divided by the row
total. The producer’s accuracy is calculated by dividing the
number of correctly classified samples by the column total.
This accuracy indicates the percentage of samples of a certain
(reference) class that are correctly classified. The overall
accuracy is a measure of the classification accuracy as a whole,
which is calculated by dividing the total number of correctly
classified pixels (i.e., the sum of the elements along the major
diagonal) by the total number of reference pixels [14] and [10].

3. RESULTS AND DISCUSSIONS
The BBSI values calculated based on 10 generated cluster

means and correlation coefficients for the top 3 and last 3 ranks
of all 2925 three-band combinations are shown in Table 3. The
ranking results showed that band combination 3, 7, and 20
ranked first with values of 8005.79, while, the band
combination 21, 22, and 23 ranked last with value of 1585.97.
False colour composite images for the bands 3, 7, and 20 and
21, 22, and 23 are shown in Figures 2 and 3, respectively. It can
be seen that the image of band combination 21, 22, and 23
present extremely low information content and poor display
quality compared to the band combination 3, 7, and 20.
Generally, the band combination having higher sum of cluster
means differences and lower sum of correlation coefficients is
produced better display image quality. This is due to the greater

Figure 1: Procedures of best four-band selection for image
classification
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sum of cluster means differences, the greater the degree of
separability among the clusters in that combination and the
lower sum of correlation coefficient suggests the lower
redundancy in the information content among the bands in that
combination. The BBSI calculation showed that the sum of
cluster mean differences and correlation coefficient values in

the bands 3, 7, and 20 were higher and lower, respectively than
bands 21, 22, and 23. As a result, the display image quality of
bands 3, 7, and 20 was much better than bands 21, 22, and 23.

According to the studies of [17]; [13]; [6]; [8], the three
bands corresponding to visible, near-infrared and mid-infrared
produced better display image quality. In this case, the spectral
wavelength range of the bands 3, 7, and 20 were visible, near-
infrared, and mid-infrared, respectively therefore, this band
combination provided maximum information for image visual
interpretation.                                                                         

Varied number of training samples for paddy (350 pixels),
water (93 pixels), rubber (312 pixels), cleared land (141
pixels), and urban (84 pixels) classes have been obtained by
integrating the information extracted from visual
interpretation of the image of bands 3, 7, and 20 and existing
land-used maps.The BBSI values calculated using the
training sample means and correlation coefficients for the top
3 and last 3 ranks of all 17550 four-band combinations are
shown in Table 4.  The bands 7, 11, 20, and 24 ranked first
with value of 1842.65, while, the bands 44, 45, 46, and 47
ranked last with value of 452.86. Maximum-likel ihood
classification maps of the bands 7, 11, 20, and 24 and 44, 45,
46, and 47 are shown in Figures 4a and 4b, respectively.
These classif ication maps were evaluated for user’s ,
p r o d u c e r’s, and overall classification accuracies using error
matrix. Tables 5 and 6 show the error matrices of the
classification results for the bands 7, 11, 20, and 24 and 44,
45, 46, and 47, respectively. A simple comparison of both
tables showed that, the band combination 7, 11, 20, and 24
producing overall accuracy with value of 89.7% much higher
than the band combination 44, 45, 46, and 47 with value of
51.9%. The user’s and producer’s accuracies of each class for
bands 44, 45, 46, and 47 also lower than bands 7, 11, 20, and
24, especially, paddy, water, and cleared land classes in user’s
accuracy with values of 44.5%,  47.3% and 21.5%,
respectively and producer’s accuracy with values of 59.3%,
34.7%, and 15.3%, respectively.  An analysis of the sum of
training sample means differences and sum of correlation
c o e fficients of the two band combinations was carried out to
determine why both combinations produced diff e r e n t
classification accuracies. The analysis of sum of training
sample means differences was done by using a class means
multispectral plot (Figure 5). The plot clearly illustrated that
the class mean differences between any two of the possible all
pairs of bands 7, 11, 20, and 24 were greater than bands 44,
45, 46, and 47, especially for paddy and cleared land classes.
As a result, the degree of separability among the classes in
bands 7, 11, 20, and 24 was better than bands 44, 45, 46, and
47. Sum of correlation coefficients in a band combination has
been analysed by [1], the study showed that a band
combination with low sum of correlation coefficient between
two bands of al l  pairs has produced high accuracy
classif ication map. In this case, the sum of correlation
c o e fficient of bands 7, 11, 20, and 24 with value of 1.88 was
much lower than bands 44, 45, 46, and 47 with value of 5.56.
The analysis results showed that, the bands 7, 11, 20, and 24
having higher sum of class mean differences and lower sum
of correlation coefficients than the bands 44, 45, 46, and 47,
therefore, the bands 7, 11, 20, and 24 yielded higher
classification accuracies than bands 44, 45, 46, and 47. 

Table 3: BBSI values of the top 3 and last 3 ranks of the 2925
three- band combinations

Figure 2: False colour image of band combination 3, 7, and 20 

Figure 3: False colour image of band combination 21, 22, and 23  
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4. CONCLUSIONS
The results of best three-band selection showed that, the

bands 3, 7, and 20 and 21, 22, and 23 were ranked first and last
in term of BBSI value, respectively. The band combination 21,
22, and 23 produced extremely low information content and
poor display quality compared to the band combination 3, 7,
and 20. The results of best four-band selection indicated that,
the bands 7, 11, 20, and 24 with the highest BBSI value
producing much greater user’s, producer’s, and overall
classification accuracies than the bands 44, 45, 46, and 47 with
lowest BBSI value. The user’s and producer’s accuracies of
each class and overall accuracy for the classification map of
bands 7, 11, 20, and 24 were more than 80%. The proposed
BBSI algorithm based on the calculation of class mean (or
cluster mean) differences and correlation coefficients capable
to select the best band combination for image visualisation and
classification of MASTER dataset.  ■

Figure 4: Classification maps of (a) bands 7, 11, 20, and 24 (b) 44,
45, 46, and 47 

Table 5: Error matrix of the classification result of bands 
7, 11, 20, and 24

Table 6: Error matrix of the classification result of bands 
44, 45, 46, and 47

Figure 5: Class mean values versus spectral bands plot  

Table 4: BBSI values for the top 3 and last 3 ranks of the 17550
four-band combinations
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