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Abstract: Nowadays voice disorders are increasing dramatically due to the modern way of life. Most of 
the voice disorders cause changes in the voice signal. Acoustic analysis on the speech signal could be a 
useful tool for diagnosing voice disorders. This paper applies Mel-scaled wavelet packet transform 
(Mel-scaled WPT) based features to perform accurate diagnosis of voice disorders. A Functional Link 
Neural Network (FLNN) is developed to test the usefulness of the suggested features. Two simple modifica-
tions are newly proposed in the FLNN architecture to improve the classification accuracy. In the first ar-
chitecture, a hidden layer is newly introduced in a FLNN and trained by Back Propagation (BP) proce-
dure. In the second architecture, the Integral and Derivative controller concepts are introduced to the 
neurons in the hidden layer and the network is trained by BP procedure. The performance is compared 
with conventional neural network model. The results prove that the proposed FLNN gives very promising 
classification accuracy and suggested features can be employed clinically to diagnose the voice disorders. 

Keywords    Acoustic Analysis, Voice Disorders, Mel scaled Wavelet Packet Transform (Mel 

            scaled WPT), Functional Link Neural Network(FLNN) 

1. Introduction 
Voice is a highly multi-variate component of 

speech and the need to provide for its quantitative 
description has led to the development of clinical 
tools. With the rapid development of signal 
processing technique, vocal or voice signal can be 
used for the detection of voice disorders. Vocal or 
voice signal information plays an important role to 
understand the process of vocal fold pathology for-
mation. In the last years, lot of works have been car-
ried out on the automatic detection and classification 
of voice pathologies by means of acoustic analysis, 
parametric and non-parametric feature extraction, 
automatic pattern recognition or statistical methods 
[1-4]. The feature extraction using the above methods 
includes handling of overlapping windows of a 
speech signal and large number of computations per-
formed during the feature extraction phase. In the 
recent years, wavelet transform has been used to ana-
lyze all kinds of problems in signal and image 
processing. Speech processing is one of these areas. 
Speech is a highly non-stationary signal; Fourier 
transform is not a very useful tool for analyzing 
non-stationary signals as the time domain information 
are lost while performing the frequency transforma-
tion. When looking at a Fourier transform of a signal, 
it is impossible to tell when a particular event took  
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place. Wavelet transform approach is a good tool for 
the analysis of non-stationary signals, as it is useful in 
localizing a transform approach is a good tool for the 
analysis symptom both in time and frequency scale. 
Hence, wavelet analysis has the potential for the iden-
tification of voice disorders. In [5], authors have pre-
sented a procedure to identify pathological disorders 
of larynx using wavelet analysis. P.S Bhat et al. [6] 
have proposed a method for the classification and 
analysis of speech abnormalities based on wavelet 
analysis and artificial neural network.  

S. Datta and his co-workers have developed a 
new filter structure using Mel-like Admissible Wave-
let Packet Structure for speech recognition [7-9]. 
These filters have the advantage of having frequency 
bands spacing similar to the Mel scale. Wavelet Pack-
et has the advantage that it can segment the frequency 
axis and has uniform translation in time. This proper-
ty of partitioning of the frequency axis is used for the 
realization of conjugate mirror filter structure similar 
to that of Mel filter. 

The aim of this paper is to apply Mel-scaled 
wavelet packet filter for extracting the features from 
the voice or vocal signal. A Functional Link Neural 
Network is developed to test the efficacy of the fea-
ture vector derived by using Mel-scaled Wavelet 
packet filter. The experimental results indicate that 
FLNN gives very promising classification accuracy 
and the proposed features can be used as an additional 
acoustic indicator for the diagnosis of voice disorders. 
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2. Voice Disorders 
A voice is termed "disordered" when the vocal 

quality of an individual is changed in such a way that 
it is thought to be abnormal to the listener. Voice dis-
orders arise due to physiological disorder or psycho-
logical disorder, accident, misuse of the voice, or 
surgery affecting the vocal folds. Voice disorders can 
be classified into two main categories such as Func-
tional voice disorders and Organic voice disorders. 
Early detection and treatment of laryngeal tumours, 
depends on factors such as health awareness among 
the general public and on the experience of speech 
therapists and ENT clinicians. Impairment of vocal 
function can have a major impact on the quality of 
life, severely limiting communication at work and 
affecting all social aspects of daily life  

Disorders that affect the larynx cause changes 
in the human’s voice quality. These disorders have to 
be diagnosed and treated at an early stage, especially 
larynx cancer. The voice signal can be a useful tool to 
diagnose them.  Acoustic analysis of speech signal is 
a non-invasive technique that has been proved to be 
an effective tool for the diagnosis of voice disorders. 
This paper presents feature extraction based on Mel 
scaled WPT and Functional Link Neural Network 
classifier for the diagnosis of voice disorders, which 
will help speech specialists to perform accurate diag-
nosis of voice disorders. 

 
3. Description of Dataset 

The speech samples are taken from the com-
mercial database distributed by Kay Elemetrics for 
the classification experiments [10]. The database 
contains approximately 1400 voice samples devel-
oped by the Massachusetts Eye and Ear Infirmary 
(MEEI) Voice and Speech Labs. The acoustic samples 
are the sustained phonation of the vowel /ah/(1-3s) 
long from patients with normal voices and a wide 
variety of organic, neurological, traumatic, and psy-
chogenic voice disorders in different stages.  

 
Table 1. Distribution of Male and Female Speakers 

 

S. 
No. 

Name of 
Voice 

Disorders 

Total 
Speakers

Male 
Speakers 

Female 
Speakers

1. Paralysis 67 33 34 

2. 
Vocal 
Fold 
Edema 

44 11 33 

3. 
Gastric 
Reflux 

48 24 24 

4. 
Normal 
Condition 

53 21 32 

 
 

The database includes a total of 710 speech 
samples (657 abnormal+53 normal). All the speech 
samples were recorded in a controlled environment 
and sampled with 25 kHz or 50 kHz sampling rate 
and 16 bits of resolution. The database used in this 
paper, consists of 53 normal and 159 pathological 
speakers. The speech samples are down sampled to 16 
kHz giving an 8 kHz bandwidth signal. The speech 
samples of patients having Vocal Fold Edema, Gastric 
Reflux, and vocal fold paralysis voice disorder prob-
lem are considered for the classification problem. The 
distribution of male and female speakers in normal 
and pathological condition is shown in Table 1. 
 

4. Design of Filter using Wavelet 
Transform 

4.1. Wavelet Transform 
The wavelet Transform provides time 

frequency representation of the signal. It decomposes 
signal over dilated and translated wavelets. A wavelet 
is a waveform of effectively limited duration that has 
an average value of zero. The Wavelet Transform is 
defined as the convolution of a signal f(t) with a 
wavelet function ψ(t) shifted in time by a translation 
parameter and dilated by a scale parameter. The 
general definition of the wavelet transform is given 
as: 
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where a and b are real and * denote complex conju-
gate and ψ(t) is the wavelet function. The Wavelet 
transform uses multi-resolution technique by which 
different frequencies are analyzed with different res-
olution. The Discrete Wavelet Transform (DWT) of a 
sampled sequence fn =f(nT) with sampling period T is 
computed as: 
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where m and n are integers. The value of a is equal to 
2. The discrete wavelet transform applies to dis-
crete-time signals-both time and time-scale parame-
ters are discrete. The signal representation is not 
complete if the wavelet decomposition is computed 
up to a scale aj

. The information corresponding to the 
scales larger then aj is required, which is computed by 
a scaling filter and is given by: 
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where Φ(n) is the discrete scaling filter. 
 
4.2. Wavelet Packets 

In DWT decomposition procedure, a signal is 
decomposed into two frequency bands such as lower 
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frequency band (approximation coefficients) and 
higher frequency band (detail  coefficients). Low 
frequency band is used for further decomposition. 
Hence DWT gives a left recursive binary tree struc-
ture. In Wavelet Packet (WP) decomposition proce-
dure, both lower and higher frequency bands are de-
composed into two sub-bands. Thereby Wavelet 
packet gives a balanced binary tree structure. In the 
tree, each subspace is indexed by its depth i and the 
number of subspaces p. The two wavelet packet or-
thogonal bases at a parent node (i,p) are given by the 
following forms 
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where h[n] is the high pass(wavelet) filter. Wavelet 
packet decomposition helps to partition the high fre-
quency side into smaller bands which cannot be 
achieved by using general discrete wavelet transform. 
A complete set of bases is obtained by Wavelet packet 
decomposition. From these bases, a best basis is to be 
selected and it is very important for portioning the 
frequency axis. However, this method suffers from 
the problem of giving different tree structures for a 
small shift in the signal. In order to overcome the 
above problem, admissible wavelet packet decompo-
sition was proposed [7-9]. In this paper, the useful-
ness of Mel-like admissible wavelet packet tree 
structure is investigated for the diagnosis of voice 
disorders. The frequency bands obtained from wave-
let packet decomposition closely follows the Mel 
scale. Table 2 gives the lower cut off frequency, high-
er cut off frequency and bandwidth of all the 24 filters 
obtained by using the wavelet packet decomposition 
[8].  

 
5. Feature Extraction using Mel-scaled 

WPT based filters 
The speech samples are sampled at 16 kHz 

giving an 8 kHz bandwidth signal. The speech signals 
are filtered with the 24 Mel-scale wavelet packet fil-
ters designed by ‘Daubechies’ wavelet 4 and the 
energy in each frequency sub-band are calculated. 
The calculated energy is divided by the number of 
wavelet coefficients in the corresponding sub-band 
thereby giving average energy per wavelet coeffi-
cients per sub-band (Fp). It is given by: 

 
Fp = Ep/ Np                         (6) 
 
where Ep is the total energy in the sub-band p and Np 
is the number of wavelet coefficients. The log of 
energy is then calculated giving a total of 24 coeffi-
cients.  
 

 

Table 2. Filter and their corresponding fre-
quency bands achieved by wavelet packet de-

composition [8] 
 

Filter 
Number

Lower 
cut off 

frequency
(Hz) 

Upper 
 cut off 

frequency 
(Hz) 

Band 
Width (Hz)

1 0 125 125 
2 125 250 125 
3 250 375 125 
4 375 500 125 
5 500 625 125 
6 625 750 125 
7 750 875 125 
8 875 1000 125 
9 1000 1125 125 

10 1125 1250 125 
11 1250 1375 125 
12 1375 1500 125 
13 1500 1750 250 
14 1750 2000 250 
15 2000 2250 250 
16 2250 2500 250 
17 2500 2750 250 
18 2750 3000 250 
19 3000 3500 500 
20 3500 4000 500 
21 4000 5000 1000 
22 5000 6000 1000 
23 6000 7000 1000 
24 7000 8000 1000 

 
Discrete Cosine Transform (DCT) is applied on these 
24 coefficients and the first 12 DCT coefficients are 
taken as features for training the neural network. The 
DCT is applied to reduce the redundant information 
and to model the variation of the logarithmic energy. 
The complete process of feature extraction is shown 
in Figure 1. 

 
 
 
 
 
 
 

 
 

 
 
 

Figure 1. Feature Extraction  
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6. Neural Network Architecture 
Artificial Neural Network (ANN) provides al-

ternative form of computing that attempts to mimic 
the functionality of the brain [11]. Feedforward neural 
networks have been the subject of intensive research 
efforts in recent years because of their interesting 
learning and generalization properties. The back 
propagation method is a learning procedure for mul-
tilayered feedforward neural networks. In this paper, 
A FLNN based classifier is developed to test the effi-
cacy of the proposed features and its performance is 
compared with the conventional three layer neural 
network.  
 
6.1. Conventional Three Layer Network 

A three layer neural network with 12 input 
neurons, 10 hidden neurons and one output neuron is 
considered. The hidden neurons have a bias value of 
1.0 and the output and hidden neurons are activated 
by binary sigmoidal activation function. 148 samples 
are randomly chosen from the database and used as 
training patterns and tested with 212 samples. Five 
trials were performed. For each trial, the network is 
trained with 20 different sets of initial weight samples 
and randomized between -0.5 and 0.5. The sum 
squared error tolerance is fixed as 0.1 and testing to-
lerance is fixed as 0.1. The learning rate and momen-
tum factor are chosen as 0.1 and 0.9 respectively. 
 
6.2. Functional Link Neural Network 

The FLNN proposed by Pao [12] can be used 
for function approximation and pattern classification 
with faster convergence and lesser computational 
complexity than a MLP network. In a FLNN, the need 
of hidden layer is removed. In contrast to linear 
weighting of the input pattern produced by the linear 
links of a MLP, the functional link acts on an element 
or the entire pattern itself by generating a set of li-
nearly independent functions. Researchers have 
widely used the FLNN concept for noise cancellation, 
prediction, system identification and control [13-15]. 
In this paper, FLNN model is developed for the clas-
sification of normal and pathological voices. Initially, 
the conventional FLNN is trained using the suggested 
features for 15 times and it did not converge for the 
tolerance level of 0.1. In order to overcome this prob-
lem, two simple modifications are proposed in the 
FLNN architecture. The introduction of hidden layer 
and the extension of functional link concept enhance 
the performance of the conventional FLNN. 
 
6.2.1. Modification I 

In the first architecture, a hidden layer is newly 
introduced in a FLNN and trained by Back Propaga-
tion (BP) procedure. Without loss of generality and 
simplicity a FLNN having ‘m’ number of neurons in 
the hidden layer and ‘p’ number of neurons in the 
output layer is considered. The network has (2n-1) 

number of neurons in the input layer. The first ‘n’ 
neurons in the input layer receive input signals x1, x2 , 
x3 ,… xn and the remaining (n-1) neurons receive the 
functional composition of the input signal namely x1x2, 
x2x3 ,x3x4 ,… ,xn-1xn [12]. 

 
6.2.2. Modification II 

This architecture consists of a three layer net-
work with input, hidden and output layers. In this 
architecture, the Integral and Derivative controller 
concepts are introduced to the neurons in the hidden 
layer. For derivative feedback, the derivative constant 
kd is multiplied with derivative of the output of the 
hidden neuron (difference between the present output 
of the hidden neuron and preceding output of the 
hidden neuron).  For integral input, the integral con-
stant ki is multiplied with the cumulative of past out-
puts of the hidden neuron. These two parameters for 
the (k+1)th epoch is, 

  
Dk+1= kd * (zj(k) – zj(k-1))                 (7) 

Ik+1 = ki * 
=

k

k j
kz

1
)(                 (8) 

where zj(k)  is the output signals for the hidden units 
at the kth epoch. The constants kd and ki are chosen 
such that the training time is minimum. The hidden 
and output neurons are activated by binary sigmoidal 
activation function as given in Equation (9), 
  

f(x) = [1/(1+exp (-x/q))]                (9) 
 
The input vector at sample time is defined as: 
  
x = [x1 x2 x3 … xn]                (10) 
 
The functional link input neurons of (n+1) to (2n– 1) 
units are generated as: 
 xn+i = xi xi+1, xi+1xi+2 ,xi+2xi+3 ,…, xn-1 xn      
  for i =1,2,3,…,n- 1       (11) 
The net input to the jth hidden neuron zj is: 


=

=
1-2n

1i ixijuin_jz                          (12)  

 

and   zj = f (zin_j)   for j = 1,2,3, …, m     (13) 
 

In the modification I, a three layer FLNN with 12 
input neurons and 23 functional link neurons in the 
input layer, 10 neurons in the hidden layer and 1 neu-
ron in the output layer is considered. The 12 DCT 
coefficients (xi, xi+1, xi+2 ,…, xi+12) along with the de-
rived 23 functional composition signals (13 additional 
input features derived from the 12 original input fea-
tures) are used as the input feature to the FLNN. 
 

In the modification II, a three layer FLNN with 
12 input neurons and 23 functional link neurons in the 
input layer, 10 hidden neurons in the hidden layer and 
1 neuron in the output layer is considered. Further, the 
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Integral and Derivative outputs from the hidden neu-
rons are fedback to itself. The hidden neurons have a 
bias value of 1.0 and the output and hidden neurons 
are activated by binary sigmoidal activation function. 
148 samples are randomly chosen from the database 
and used as training patterns and tested with 212 
samples. Five trials were performed. For each trial, 
the network is trained with 20 different sets of initial 
weight samples between -0.5 and 0.5. The sum 
squared error tolerance is fixed as 0.2 and testing to-
lerance is fixed as 0.1. The learning rate and momen-
tum factor are chosen as 0.1 and 0.9 respectively. The 
constants kd and ki are chosen as 0.1 and 0.005 re-
spectively. 
 

7. Results and Discussion 
ENT clinicians and speech therapists use subjec-

tive techniques or invasive methods such as evalua-
tion of voice quality by the specialist doctor’s direct 
inspection and the observation of vocal folds by en-
doscopy techniques. These techniques provide incon-
venience to the patients and depend on expertise of 
medical doctors. Many research works have been 
carried out for early detection of voice disorders by 
means of acoustic analysis, parametric and 
non-parametric feature extraction, and automatic pat-
tern recognition. This paper proposes Mel-scaled 
WPT filter for extracting the features from the voice 
or vocal signal and FLNN based classifier for the 
classification of pathological voices. The convention-
al three layer neural network model and the FLNN 
model are trained by using conventional back propa-
gation algorithm and the results are tabulated in Table 
3 and Table 4. For the evaluation of the accuracy of 
the neural network based classifier, 70% of the speech 
samples were used for the training. 30% of the re-
maining samples together with trained samples were 
used for the testing process. 

 
Table 3. Neural Network Training Results- 

Mean Epoch 
 

Trail No. CBP FLNN-I FLNN - II

1 6435 2943 1351 
2 7319 3181 1315 
3 6857 3164 1239 
4 6286 3646 1364 
5 6738 3001 1413 

 
Table 4. Neural Network Training Results- Mean 

Classification Rate (%) 
 

Trail No. CBP FLNN-I FLNN - II

1 94.17 96.59 96.56 
2 94.60 96.66 96.56 
3 94.58 96.67 96.49 
4 94.39 96.53 96.67 
5 94.69 96.53 96.65 

From the Table 3, it can be observed that the 
mean epoch for the conventional BP training is high 
compared to proposed FLNN architectures. The mean 
epoch for training the FLNN- II architecture is low 
compared to FLNN-I architecture and the conven-
tional BP. From Table 4, it can be observed that the 
mean classification rates (%) for the proposed FLNN 
architectures are higher when compared to the con-
ventional BP. The mean classification rate (%) of 
FLNN-II architecture is comparable with FLNN-I but 
better than the conventional BP. The results prove that 
the proposed acoustic features and FLNN based clas-
sifier help speech specialists and ENT clinicians to 
perform early diagnosis of voice disorders. 

 
8. Conclusions 

This paper suggests additional acoustical indi-
cators for the automatic diagnosis of voice disorders. 
Mel-scaled wavelet packet filter is designed to derive 
these acoustical features. A FLNN based classifier is 
developed to test the performance of the proposed 
features and two modifications are proposed in its 
architecture. The advantage of using Mel-scaled WPT 
is the elimination of using overlapping windows, 
which reduces the number of computations performed 
during feature extraction phase. The results prove that 
the suggested features can be employed clinically to 
diagnose voice disorders. 
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