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INTERACTIVE DASHBOARD WITH VISUAL SENSING AND FAST REACTIVITY

ABSTRACT

These days, technology is growing rapidly, and the market has been introduced with lots of fascinating ways to interact with 
computers. The advancement of deep learning models and hardware technology also enables more applications with fancy 
features to be built. The importance of hand gesture recognition has increased due to the prevalence of touchless applications. 
However, developing an efficient recognition system needs to overcome the challenges of hand segmentation, local hand shape 
representation, global body configuration representation, and a gesture sequence model. This paper proposed an interactive 
dashboard that could react to hand gestures. This is also an initiative of the Tunku Abdul Rahman University College (TAR 
UC) Smart Campus project. Deep learning models were investigated in this research and the optimal model was selected for 
the dashboard. In addition, 20BN Jester Dataset was used for the dashboard development. To set up a more user-friendly 
dashboard, the data communication stream between the captured input stream and commands among the devices were studied. 
As to achieve higher responsiveness from the dashboard, evaluation on data communication protocols which were used to pass 
the input data were included in the study.
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1.0	 INTRODUCTION
Human-Computer Interaction (HCI) is a field of study that 
focuses on discovering ways of human interacting with 
computers. Due to the rapid growth in computer technology, 
touchscreen HCI has evolved in recent years and over the 
pandemic to interaction with gestures, motion sensors, hand 
interaction and other touchless interfaces. One of the well-
known practices is the visual-based HCI which requires 
cameras as the input devices instead of computer mouse and 
keyboard. Although this field has been broadly studied in the 
computer vision field, the methods proposed in the market 
show vulnerability in the outdoor environment. A review done 
by Chakraborty et al.  suggested that existing classifiers for 
vision-based gesture identification are unable to handle all 
types of gesture classification problems at the same time. Each 
has disadvantages that limit total performance [1].

The development of the interactive dashboard in this research 
aimed to achieve high performance in responding to user’s 
commands which were performed using gestures movements. 
Thus, the gesture recognition algorithms were studied and 
evaluated to achieve real-time capability in returning outcomes 
for the gesture movements detected. Aside from that, to obtain 
higher usability for the interactive dashboard, the video 
streaming protocols were determined for faster transmission of 
gesture data captured from the input devices. 

Every individual in this world is known to act differently in 
their way. Even though a lot of defined classes and algorithms for 

human recognition systems have been introduced in the market, 
there might be chances of miscalculating poses while employing 
the practices for their use. To fine-tune the best gesture weights, a 
large gesture dataset maybe required. Besides, gesture recognition 
performance might be affected while the system is implemented 
in a real-world environment due to external factors such as visual 
occlusions [2] and illumination [3]. 

The user experience while making use of the dashboard 
might be affected by the sensitivity of the interactive dashboard. 
One of the factors that might affect the interactive dashboard 
irritability is the transmission of gesture videos data through 
the IP cameras and network video recorders. While there is 
a delay in the video transmission, the system might not achieve 
responsive controls towards the dashboard. Moreover, the model 
used to process the gesture would also affect the interactive 
dashboard reactivity [4].

2.0	 RELATED WORKS 

2.1	 Gesture Recognition                                       
with Deep Learning Models

Gesture is a widely used touchless interface that allows humans 
to engage with technology, and it is the next step in the evolution 
of motion sensors [5]. Gesture-based touchless interfaces or 
better real-time hand interaction are possible with devices like 
Leapmotion, kinect, Azure Kinect. For example, using wired 
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gloves as input devices is known to perform well in gesture 
recognition. However, data collection always requires the 
gloves as extra equipment that caused inconvenience due to 
wired restrictions [6].

In this paper, RGB cameras were used as the input 
devices to capture the motions. Hence, only deep learning-
based development are discussed here as it could extract 
discriminative features for classification from RGB images 
more effectively. Although there are other methods that may 
perform better in terms of preciseness or pace when detecting 
the gestures, deep learning approaches are more robust in the 
real-world environment [7]. We considered two deep learning 
models to be utilized for detecting gestures: Convolutional 
Neural Networks (CNN) and Long Short-Term Memory 
(LSTM) approaches. CNN is recognized to make use of object 
recognition with the ability to learn features in spatial data. By 
using the CNN model, gesture recognition can be performed in a 
fast behaviour with high precision in the results [8]. However, 
CNN models are incapable of learning temporal data which is 
crucial in continuous hand gesture recognition. Hence, 3DCNN 
is proposed to acquire features extraction on 3D data (eg. gesture 
movements’ videos data) which allows detecting dynamic 
gestures movements. Besides, recurrent neural networks (RNN) 
which are known for processing sequential data are taken into 
consideration to incorporate with the CNN model to process 
longer continuous gesture data [9]. By employing RNN within 
the CNN model, the gestures could be captured in a continuous 
manner for the model to predict the next actions done by the 
users. However, it is challenging for this approach to correctly 
recognize directional motions like swipe and rotation, as 
well as motions like push that changes spatial information 
over time [10]. To maintain information in memory for long 
periods of time, LSTM is preferred over RNN [11]. Thus, this 
paper integrated 3DCNN and LTSM to recognize gestures that 
are commonly used in HCI.

2.2	 Data Communication Protocols
Modern communication systems and networks, such as the 
Internet of Things (IoT) and cellular networks, generate 
enormous amounts of heterogeneous traffic data [12]. As 
stated by Gaurav Sinha et al., high bandwidth interaction 
allows the acceleration of the interaction between human 
and computer due to its capability to transfer massive data 
[13]. Either analog-based solutions or digital-based solutions 
could be used to acquire data for gesture recognition. Analog-
based solutions are also known as closed-circuit televisions 
(CCTV) that have to process the analog signals in a digital 
video recorder (DVR) for video recording purposes. On the 
contrary, digital-based solutions use Internet protocol cameras 
(IP cameras) to transmit digitalized surveillance video to back-
end computers for monitoring by using IP-based protocols 
such as RTP (Real-time Transport Protocol) or HTTP (Hyper-
Text Transfer Protocol). For recording, it uses network video 
recorders (NVR) [14].

Due to the convenience and high resolution of video 
surveillance data, IP cameras were commonly used for machine 
learning or deep learning approaches [15], [16]. Together with 
other data-driven tasks, such as machine learning, it could 
unlock the potential of big data in many domains in the artificial 

intelligence era [17]. Furthermore, the goal of improving 
accuracy and efficiency to better promote the use of data-driven 
computation has remained unchanged. This paper aims to 
increase efficiency by utilizing the correct data communication 
protocol to produce high satisfactory HCI capability to the users. 
In conjunction with this, the responsiveness of the dashboard 
could be improved. 

3.0	 RESEARCH DESIGN AND METHODS
IP cameras were adopted as the input devices to capture the gestures 
from the users, then the captured data were forwarded to the 
dashboard for further processing and response. Our scope of work 
covers the exploration of the video streaming protocols used to 
allow communication (eg. passing media/files) between devices and 
the employment of the deep learning model for gesture recognition 
that was used to allow direct human interaction and controls to the 
dashboard. This work aims to develop an interactive dashboard 
with gesture-navigated effects based on artificial intelligence human 
gestures detection which brings great convenience, flexibility, and 
efficiency by meeting the benchmarks listed below:   
1.	 To attain high accuracy results in gesture  

recognition results.
The gesture recognition algorithms and methods applied 
should be able to achieve high precision results to secure the 
usability of the interactive dashboard. By acquiring exact 
gesture recognition, the dashboard will be able to react with 
proper responses according to what users perform.

2.	 To achieve high responsiveness from the    
interactive dashboard.
a.	 The video streaming protocols which have been 

employed should be able to transmit the gesture data at a 
higher speed to reduce the delay of video streaming to the 
system for gesture recognition processing.

b.	 The suitable deep learning models used to perform the 
gesture recognition should be implemented to accomplish 
the real-time capability of the interactive dashboard.

Figure 1 illustrates the program flow for the interaction dashboard 
developed. The aim of this paper is to detect the gestures for direct 
interaction between humans and the dashboard. Thus, gestures 
such as swipe left, right, up, and down were learnt by the 
model to interact with the dashboard. Since the gestures might 
be performed differently by every individual, the 20BN Jester 
dataset with a large amount of significant gesture data were 
utilized in the model learning process. 

Figure 2 shows the overall process of video retrieval in our 
proposed video streaming module. To capture human gesture 
movements, IP cameras and NVRs were employed to capture 
the gestures that were performed by each individual. While 
human gesture recognition was performed in a real-time manner, 
the gesture data captured by those devices were expected to 
be transferred between those devices as quickly as possible to 
bring out a responsive and low latency interaction between the 
individuals and the dashboard.

A convolutional HIKvision's IP cameras and Network Video 
Recorders (NVR) were used in this research. As HIKvision’s 
network cameras provide predefined video streaming protocols, 
specific settings could be configured for video streaming. The 
protocols provided by the HIKvision products are TCP, UDP, 
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Figure 1: Flowchart of overview interactive dashboard

Figure 2: Flowchart of video retrieval in video streaming module
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HTTP, and MULTICAST. Every live streaming protocol 
achieves different goals:
•	 TCP: Compromising video stream quality and reducing 

packet loss problems, however, the real-time streaming will 
have delays.

•	 UDP: Support real-time video and audio streaming.
•	 HTTP: Similar to the TCP protocol, yet not required 

ports specifications
•	 MULTICAST: Establish multicast group addresses and 

provide stream acquisition by multiple users simultaneously.
To obtain the video stream at a faster pace from the cameras to 
the dashboard, the UDP protocol were selected for this work.

For the experimental setup, we utilized the Jester dataset 
[18] to train the gesture recognition model. This dataset contains 
an enormous amount of gesture movements video data captured 
from numerous actors. The gestures which acted in those 
videos were suitable for HCI, e.g., swipe left, right, down, up 
and etcetera).

4.0	 RESULTS AND DISCUSSION
Before the construction of the interactive dashboard, the gesture 
recognition approach was tested, and the results (gesture 
commands detected) were used as input to interact with the 
dashboard subsequently. 

Figure 3 shows the test screens of the gesture recognition 
implementation in the flask application which was planned to be 
used for the dashboard set up. The gestures were used to decide 
which camera view to be shown on the screen. For example, a 
swipe left gesture was performed and this gesture was expected to 
change to another video stream, as captured in Figure 3 (left). After 
a few seconds, the program returned the gesture results which 
were displayed on the command prompt screen as shown in 
Figure 3 (right). Another few seconds passed, the gesture result 
was successfully passed to the controlling section, and action 
was carried out. Then, the video stream has changed to another 
in Figure 3 (bottom).

(left) Swipe Left action is performed, (right) Delay response in results

(bottom) Command occurred and the stream has changed

Figure 3: Sample output of testing on gesture recognition capabilities
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Figure 4: Only run the long-run task (gesture recognition) and dashboard unable to be prompted

Figure 5: Running 2 tasks concurrently using Celery task queue

To eliminate the blocking of calling other functions that were 
caused by the long-run task (gesture detection), the functions 
are expected to run asynchronously. With a focus to conduct 
the functions concurrently, several task queue management 
frameworks have been investigated.

Two of the task queues that have been tested to run two tasks 

However, in Figure 3 the whole testing for the program 
was not running smoothly, there was lagging, and the program 
took time to return the result. This might be due to the reason 
that all the functions were run in one individual function, 
so the previous task has to be completed before proceeding 
to the next task. Therefore, tasks have been separated into 
several functions’ definitions. 

Figure 4 shows the output after the tasks have been 
separated into individual functions. The screen output in the 
right shows the results with the detected gesture, returns values 

5 and “None” mean that there is no gesture detected, the values 
4 and “Next” means that “Swipe Left” gesture detected, the 
values 3 and “previous” means that “Swipe Right” gesture 
detected. Yet while running the application, the dashboard 
keeps on showing a loading screen and is unable to prompt 
out the dashboard. Meanwhile, gesture recognition is running 
normally. This might be due to the separated functions, they 
were not running concurrently. This means that it remains the 
same that it requires to wait for one task to be done only then 
proceed to the next task.

concurrently. The two tasks are: (1) Sleep for 3 seconds and print 
a beer mug; (2) Sleep for 1 second and print a coffee mug. Figure 
5 shows the result when two tasks were run concurrently using 
the Celery task queue. In this testing, the 2 tasks were able to run 
concurrently and the time elapsed for the program is around 3 
seconds in total.
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Figure 6 shows the result while two tasks were run 
concurrently using the Redis Queue task queue. In this 
testing, the tasks failed to run concurrently and the time 
elapsed for the program is around 4 seconds in total. 

This might be due to the failure of running them in the 
background using Redis Queue worker. The Redis Queue 
worker consists of making use of fork(), which is not 
available on Windows systems.

The testing in Figure 5 and 6 were done in the Windows 
system, but Redis Queue is more compatible with Unix operating 
systems due to the usage of fork(). Therefore, the results might not 
be as precise as they should be. Thus, we recommend to find another 
suitable approach to replace the celery library to run gesture 
detection as a background task. 

5.0	 CONCLUSION

As one of the sub-projects of the TARUC Smart Campus 
initiative, this research project is aimed to provide artificial 
intelligence capabilities for the development of the dashboard 
employed in the i2hub, also known as the integrated innovation 

Figure 6: Running 2 tasks concurrently using Redis Queue task queue
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hub, located in the TARC cyber centre which collaborates 
with works such as Industry 4.0, Agriculture 4.0 and more. 
The dashboard that will be developed is in the pipeline to 
cooperate with these initiatives. For example, monitoring the 
robot motions from the video captured in the Industry 4.0 
manufacturing site’s cameras and more. This project also 
envisaged the dashboard with manipulation functionalities to 
be performed using human gestures detection.

Although there are lots of products with similar 
functionalities on the market, this research outcome aims to 
give a better solution for resolving the implementation issues 
faced in the real-world environment. Especially during this 
Covid-19 pandemic outbreak, the healthcare industry advocated 
making use of the interactive dashboard in better remote 
monitoring of the patients. This reduces unnecessary physical 
contact with patients or objects to control the dashboard which 
may be contaminated with viruses. Besides, the interactive 
dashboard could also be advantageous for the manufacturing 
industry during this pandemic. By adopting an interactive 
dashboard for remote monitoring of machines, it could possibly 
take over the worker’s positions and continue the productions 
during the pandemic [19].

Considering this project as one of the research projects done 
in TARUC and the sub-project of the TAR UC smart campuses 
project, this project is aimed to bring new findings and knowledge 
that are beneficial to related topics. For instance, the video 
streaming protocols that have been studied in this research may 
be beneficial for further workings in the TARC Smart Campus’s 
IoT initiative to expand the infrastructure and merge with more 
systems and other related projects on the campus. For future 
works, the zero-shot learning capabilities will be explored when 
dealing with gestures that are not learnt by the model. 
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