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Abstract: This review discusses on Quartz Crystal Microbalance (QCM) and microfluidic driven by ultrasonic 
acoustic forces, as possible alternative technologies to develop compact and portable diagnostic point of care 
(POC). Extension of QCM to measure 10-15 g/cm2 is possible and development of this technology will open up 
new business opportunities in public health, life sciences, and material sciences. The experimental results showed 
that QCM technology can be 1000 times more sensitive, than the currently available mass sensor systems in the 
market. The target market is on diagnostic POC, focussing on home care, public health, and agriculture and food 
industry sectors. Some of the challenges discussed are: 1) A centrifuge for blood plasma separation (BPS),  
and 2) Microfluidic driven by ultrasonic acoustic forces, for separation of suspended particles in the whole blood. 
We also present an overview of the expected global market growth from 2011 to 2020 and the benefits to the end 
users. 
 
Keywords: Femtogram, QCM, Microfluidic, Ultrasonic blood plasma separation (BPS), Free-BPS,  
Whole blood. 
 
 
 
1. Introduction 

 

The CANARY/PANTHER technology is currently 
used as diagnostic POC for detection of virus and 
bacteria in site buildings, emergency response, and 
rapid screening of other disease outbreak in public 
areas, but encounters a lot of problems. These 
problems are primarily sample preparation [1-2], 
involving micro-centrifuges, and micro-air handling 
devices, burdened by the long-term storage of 
refrigerated B-cells, which are ineffective in other 
applications. Mass Spectroscopy (MS) and electron 
microscopy are very effective in conducting scientific 
research and can be used for identification of diseases 
in several hours or weeks, but face challenges such as 
miniaturization, preprocessing samples, introducing 

samples to the MS chamber, and interpreting spectral 
signals. Therefore, there is a need to develop cost-
effective portable diagnostic POC equipment for 
detection of diseases in real time. 

The nanoscale mass sensor devices which can be 
used to develop cost-effective and modern diagnostic 
POC systems do exist and the patents have been 
reported elsewhere [3-14]. The existing inventions are 
sensitive enough to measure the mass of bacteria, 
virus, cells, molecules, and troponins. These devices 
are based on Carbon Nanotube (CBN), QCM, Micro-
Electromechanical Systems (MEMS), and 
Microcantilevers, with the capability to measure mass 
from picogram (pg/cm2 or 10-12 g/cm2) to zeptograms 
(zg/cm2 or 10-21 g/cm2). Among these devices, the only 
one which is cost-effective, cheap, easy to fabricate 

http://www.sensorsportal.com/HTML/DIGEST/P_2941.htm
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and manufacture, and commercially available in the 
market, is QCM mass sensors [15-18].  

Sauerbrey [19] was the first to recognize the 
potential usefulness of the QCM technology and 
demonstrated the mass sensitivity nature towards 
frequency changes at the surface of QCM electrodes. 
He derived the equation which relates the mass change 
per unit area at the QCM electrode surface to the 
observed change in oscillation frequency  
of the crystal as shown in the expression:  
K = 2f2/  = 2.26×10-6f2Hz-1cm2/g, where K is the 
mass sensitivity coefficient, ρ = 2.648 g/cm3,  
is the density of quartz crystal, and  
µ = 2.947×1011 g/cm.s2, is the shear modulus of quartz 
crystal. If the mass sensitivity coefficient (K) and the 
detection limit ∆f (τ) parameters are known, it is 
possible to estimate mass resolution; using Allan 
deviation σ (τ) which represents noise instability in the 
time domain less than 10 seconds [20-21]. The σ (τ) is 
calculated using the equation; σ = (1×10-7)/Ԛ, where 
Ԛ is the Q-factor of an AT-cut quartz disk.  
The ∆f (τ) is calculated using the equation;  
σ (τ) × f (τ) = ∆f (τ), while the mass resolution [22] is 
calculated by taking the ratio of ∆f (τ) to K.  

To verify that the mass resolution depends not only 
on the frequency shift but also the diameter of the 
central active electrode, we have designed, fabricated, 
and characterized 5 disks. The diagrams which show 
the designs and the experimental set-up for 
measurement of the Q-factors and the frequencies are 
shown in Sections 3 and 4. Section 5 discusses on 
calculated σ (τ), K, ∆f (τ), and mass resolution in 
g/cm2. Sections 6 and 7 discuss on challenges for 
developing diagnostic POC using QCM mass sensor 
interfaced with microfluidic driven by ultrasonic 
acoustic forces. Section 8 discusses on market 
overview and benefits to end users while the last 
section summarizes what has been discussed in  
this review. 

 
 

2. Design, Fabrication and 
Characterization of the Disks 

 

The disks were designed and fabricated using 
sputter deposited Gold electrode layers (~300 nm) on 
Chromium adhesion layer (~50 nm). The diagram 
which shows the fabricated disks is depicted in Fig. 1.  

 

 
 

Fig. 1. The top views show the gap with numeral 11, the ring 
electrode with numeral 12, and the center electrode with 
numeral 13. The bottom side is a full coated electrode with 
numeral 10. 

Referring to Fig. 1, the top side of the disk is described 
using three numerals; 11, 13 and 12. Numeral 11 is the 
gap between the center electrode and the outer ring 
electrode. Numeral 13 is the center electrode as 
viewed from the top of the Quartz disk. Numeral 12 is 
the ring electrode, at the bottom side of the Quartz 
disk, is the full electrode marked with numeral 10. The 
center dot with numeral 13 has different diameters  
(1 mm, 2 mm, 3 mm, 4 mm and 5 mm) for disks 1 to 
5 respectively. 
 
 
3. Experimental Set-up 
 

The experimental set up for Q-factor 
measurements using 4294A Precision Impedance 
Analyzer which is connected to Signatone (S-1160 
model) Probe Station is shown in Fig. 2 (a).  

 
 

 
 

Fig. 2. (a) Set-up for measurements of Q-factors versus 
frequencies; (b) Set-up for measurement of frequency 

stability. 
 
 

These disks were mounted on a Signatone (S-1160 
model) Probe Station and connected using a coaxial 
cable to the 4294A Precision Impedance Analyzer in 
the series configuration. The electrical signal 
(150 mV) is applied at a resonant frequency on the top 
layer labeled with numeral 12 while the ground 
terminal is connected to a full bottom electrode labeled 
as numeral 10. The measured parameters were  
Q-factors, in the frequency range between 1 MHz and 
1.10 MHz The set-up for frequency shift 
measurements using Frequency Counter, Signal 
Generator, and Signatone (S-1160 model) Probe 
Station is shown in Fig. 2 (b). The disks were mounted 
on the top of the probe stations and the sinusoidal 
electrical signals (10 V) were applied from the signal 
generator to the ring electrode while the full bottom 
electrode grounded. The Frequency Counter was then 
used to measure frequencies using lab view program 
installed in the computer.  
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4. Results and Discussion 
 

In this section we present results based on: 
  

1) Q-factors and Allan deviation calculation;  
2) Calculation of mass sensitivity coefficients;  
3) Calculation of detection limit; 
4) Calculation of mass resolution.  
 
 
4.1. Q-factors and Allan Deviation 

Measurements  
 

The curve which shows the measured Q-factors 
versus frequencies is in Fig. 3(a), the obtained results 
show the maximum Q-factor to be 50000 at resonance 
(1.067 MHz) for the disk with 3 mm diameter. For the 
disks with 1 mm, 2 mm, 4 mm and 5 mm, diameters, 
the measured Q-factors were 40000, 46000, 42000 and 
38000 respectively.  
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Fig. 3 (a). The curve which shows the measured Q-factors 
of five disks as a function of frequencies and the diameters 

of the central electrodes. 
 
 

The curve which shows the calculated Allan 
deviation is in Fig. 3 (b). The highest Allan deviations 
were calculated from the disks with 5 mm and 4 mm 
diameters; the σ (τ) of the disk with 5 mm as a central 
diameter was 3.2exp-12, while the σ (τ) of the disk 
with 4 mm as a central diameter was 3.05exp-12. The 
disk with the smallest Allan deviation was that with 
1 mm diameter, where σ (τ) is equal to 2.7ex-12. By 
comparing the results obtained in Fig. 3 (a) and (b) we 
noted that as Q-factors increases the value of 
calculated σ (τ) decreases.  
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Fig. 3 (b). The curve which shows the calculated Allan 
deviation versus frequencies of five disks with different 

center dot electrodes. 
 
 

4.2. Mass Sensitivity Coefficient 
and Detection Limit 

 

The obtained σ (τ) as a function of frequencies was 
then used to calculate the detection limit;  
∆f (τ), as shown in Fig. 3(c). The disk with 3 mm as 
central diameter was found to be more  
sensitive and the maximum detection limit was 
approximately 2.15 µHz.  
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Fig. 3 (c). The curve which shows the calculated 
detection limit versus frequencies of five disks 

with different central diameters. 
 
 

In Fig. 3 (d), are results showing the calculated 
mass sensitivity coefficients as a function of the 
measured frequencies, showing the specific mass 
sensitivity of approximately 2.6 MHz.g-1.cm2 when 
the resonant frequency is 1.07 MHz. 
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Fig. 3(d). The curve which shows the calculated mass 
sensitivity coefficients using Sauerbrey mass sensitivity 

coefficient equation. 
 
 

4.3. Calculated Mass Resolution 
 

The mass which can be detected on the surface of 
active center electrode area of each disk were 
calculated by taking the ratio of detection limit ∆f (τ) 
in Fig. 3 (c) to mass sensitivity coefficient (K) in Fig. 3 
(d). The curve which shows mass resolution per unit 
area of each disk is in Fig. 3 (e). The minimum mass 
resolution is 825 femtograms at 1.067 MHz for the 
disk with a diameter of 3 mm.  
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Fig. 3 (e). The curve which shows the calculated mass 
resolution as a function of frequencies and electrode 

diameters of five disks. 
 
 

4.4. Measured Mass Using Frequency Shift 
 

In order to convert the frequency shift to mass 
added on the surface of the active gold electrode, the 
Volume (V) of the Gold layer was calculated using the 
equation πr2t where the thickness (t) is 3×10-5 cm and 
the radius (r) is 0.15 cm. The mass (m) of the Gold 
layer is calculated by multiplying the density of gold 
to the volume it occupies. Therefore the mass is given 

by multiplying πr2t×ρ = (3.14×0.15 cm × 0.15 cm × 
3×10-5 cm) × (19.3 g/cm3) = 4.09×10-5 g, where ρ is 
the density of Gold which is equal to 19.3 g/cm3. The 
measured frequency shift (∆f) was 2×10-8 MHz when 
the resonant frequency (f) was 1.067 MHz. The 
frequency ratio (∆f/f) at resonance was found to be 
1.9×10-8. The mass change (∆m) is given by the 
expression: ∆f/f×m = 1.9×10-8×4.09×10-5g = 
=7.77×10-13g. This mass is approximately  
8.25×10-13 g/cm2 calculated by taking the ratio of mass 
sensitivity coefficient to the detection limit, as seen in 
Fig. 3 (e). These results are almost the same as those 
reported by Mecea [23] with a frequency stability of 
(∆f/f) = 1.5×10–9, showing mass which is equivalent to 
1 pg×cm–2. 
 
 
5. Challenges for Developing Diagnostic 

POC Based on QCM Mass Sensor 
 

One of the challenges facing the development of 
femtogram mass sensors is particle selectivity and 
separation from the blood. Recently, biomarkers have 
shown good results for selectivity of certain virus, 
bacteria, cells, and molecules [24-28]. Moreover; the 
technological advances in microfluidic driven by 
ultrasonic acoustic forces which separate suspended 
particles in the fluid medium [29-32], have shown that 
it possible to combine QCM mass sensor technology 
with microfluidic to develop portable diagnostic POC. 
This review has shown that the separation technique 
based on microfluidic driven by ultrasonic acoustic 
forces is better than other conventional particle 
preparation and separation; using electro-spin [33], 
centrifuge [34], and BPS [35]. 

The conventional microfluidic techniques faces 
tremendous challenges such as:  

1) Inconsistencies with diluting blood samples 
which causes inaccuracies into the measurements and 
reduced concentration of target analyses, leading to 
reduced assay sensitivity,  

2) Complex designs that are cost-ineffective to 
integrate into microfluidic platforms,  

3) Time consuming workflow systems with low 
extraction rates [36].  

By using the new development of simplified 
microfluidic systems controlled with ultrasound 
standing waves, now it is possible to build a 
miniaturized microfluidic system for particles 
separation from whole blood [37-39]. This technology 
is currently used for separation of lipid particles in 
blood during major surgery, significantly reducing the 
embolic load to the brain after cardiac surgery [40]. 
Also, through this review, we noted that the low power 
ultrasonic acoustic forces can be used to separate 
suspended particles in the fluid in microscale to the 
nanoscale regime, while the high-power ultrasonic 
acoustic forces can be used to enhance industrial 
fluid/solid particle separation processes in macro scale 
[41]. 
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6. Integration of Microfluidic to QCM 
Mass Sensor 

 
In the flowchart shown in Fig. 4, the blood is 

injected into the microfluidic driven by ultrasonic 
acoustic forces which separate blood into cells, 
antigens, electrolytes, bacteria, and troponins. The 
components of the microfluidic delivery system are 
not discussed in this flowchart but include; micro 
pumps, micro valves, micro volumes, ultrasonic 
acoustic forces and a reflector, while the sensing 
components consist of biomarkers and special assay 
formats with gold nanoparticles on QCM. 
Successfully interfacing the microfluidic delivery 
system with QCM mass sensor will make it possible 
to develop cost-effective diagnostic POC system. 
 
 

 
 

Fig. 4. The flow chart which shows blood flow into the 
microfluidic driven by ultrasonic acoustic standing wave 

attached to a sensor with antibody and gold, functionalized 
on QCM mass sensor. 

 
 

7. Market Overview 
 

The emerging market is expected to be in the home 
care, public health, agriculture, and food industry 
sectors. In the home care, there is a need to develop 
cost-effective diagnostic POC portable systems based 
on QCM mass sensor functionalized with anti-
troponin [42-45]. Anti-troponin is gold standard 
sensitive biomarkers used to detect Myocardial 
Infraction (MI) by attracting troponin molecule from 
the blood. It is expected that troponin biomarkers 
could grow to encompass much of the diagnostic point 
of care (POC) market with a more sensitive and less 
expensive option [46]. The benefits of using POC tests 
can drastically increase patients’ chances of survival 

as they can be administered much more quickly than 
lab tests in the hospitals [47]. A report [48] prepared 
by the Canadian Agency for Drugs and Technologies 
in Health (CADTH) estimated an annual cost of 
C$1,652,433,246 to do troponin (cTn) laboratory 
testing for suspected Acute Coronary Syndrome 
(ACS) patients, admitted through the emergency 
department in the hospital. This report showed that 
replacement of laboratory testing of cTn with POC 
devices could save billions of Canadian dollars and 
save the lives of many people by detecting the ACS 
before it happens in homes.  

In the public health, agriculture and food industry 
sectors, the global cost to prevent and cure SARS 
outbreak was estimated to be 40 billion dollars [49] in 
2003 while an outbreak of foot and mouth disease in 
the UK (2001) was about 5.8 billion dollars in reduced 
livestock production earnings [50]. Therefore, there is 
a need to use the existing inventions based on QCM 
mass sensor or any Bulk Acoustic Wave (BAW) 
biosensor which can detect a mass in femtogram 
regime, to build diagnostic POC equipment, for 
detecting SARS and foot and mouth diseases before 
infection. The global market for BAW biosensors was 
predicted to be 2000 to 17000 million US dollars from 
2000 to 2018 and, valued to reach $22.68 billion [51] 
by 2020. Among these BAW biosensors, two-thirds is 
expected to be based on QCM mass sensor which is 
equivalent to $15.12 billion.  
 
 

8. Conclusions 
 

The QCM is limited to nanogram (10-9 g) but we 
have shown that it is possible to extend this technology 
to measure (10-13 g to 10-15 g) in the air. Also, we have 
shown that many inventions are reported to measure 
femtograms (10-15 g) but this technology does not exist 
due to the complexity of reproducing the claimed 
patents. Among these inventions, QCM disks are cost 
effective, currently available in the market, and can be 
reproduced easily. One of the future challenges is to 
integrate the sensor component with sample holders 
such as microfluidic, micro air, and microcentrifuge. 
The new development of novel ultrasonic acoustic 
standing wave devices for particle separation and 
nanoparticle/composite materials bioassays may 
provide suitable free-BPS POC solutions, which can 
overcome the matrix effects of whole blood.  

The advances in bioassays have also led to 
increasing number of sensitive, smart and simplified 
POC based on whole blood, bypassing BPS, hence 
creating a rationale for its exclusion in use with  
“An Ultrasensitive High Q-factor QCM Mass 
Sensors” [52]. Also, we envision that a diagnostic 
POC with femtogram sensitivity will reduce the 
patient severity, death, false-positive hospital 
admittance, unnecessary costs to the hospital, and will 
have a potential to impact many scientific research 
fields; including medicine, nanotechnology, 
semiconductor manufacturing, and pharmaceutical 
research. This technology will create new business 
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opportunities; therefore, creating new jobs in research 
institutions, hospitals, homeland security, 
pharmaceutical industries, and agriculture and food 
industry sectors. 
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Abstract: The features of constructing of a linear displacement measurer with differential capacitive transducer 
are considered. The measuring circuit is analyzed, which makes possible to implement a linear algorithm for 
determining the measured displacement. With an appropriate choice of the base element, in the production 
conditions the device can provide measurement of linear displacements with a limit of the permissible basic 
comparative error not exceeding 0.12 %. 
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1. Introduction 
 

Capacitive measuring transducer (CMT) are 
widely used for conversion of various physical and 
mechanical values into an electrical signal. The 
advantages of the CMT are simplicity of design, low 
weight and dimensions, low inertia, high mechanical 
and electrical overload capacity, low cost, great 
functional flexibility, high temperature stability over a 
wide range of temperature changes [1, 2]. Preference 
is given to the differential design of the CMT: the 
presence of two identical halves of the CMT in one 
body allows to implement comparative transformation 
of the working capacity, to protect from the influence 
of external symmetrical handicaps, reduces the 
influence of electrostatic forces acting on the CMT 
plates, maintain high metrological characteristics in 
the temperature range up to 200 °C [3]. 

 
 

2. Research Object 
 

For the measurement of small displacements, it is 
advisable to use a CMT with a variable gap [1]. For 

such a CMT with a plane-parallel electrode system, the 
static conversion characteristic is determined by the 
known formula 

 

0XC S d= ε ε , (1) 

 

where 12
0 8,854 10−= ⋅ε  F/m is the dielectric 

permeability of the vacuum (air) which is the physical 
constant, ε  is the comparative dielectric permeability 
of environment between the electrodes, S  and d  are 
the overlap area and the distance between the 
electrodes.  

It follows from (1) that the sensitivity of the CMT 
to the air gap 

 

0
2

X SC
K

d d

∂
= = −

∂
ε ε

 

 
That’s why the increase of sensitivity is achieved 

by reducing the initial gap between the electrodes and 
increasing the size of the CMT. The resolution of the 
CMT with variable gap can reach 10-6 µm [4]. 

http://www.sensorsportal.com/HTML/DIGEST/P_2945.htm

http://www.sensorsportal.com/
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The measured movement x  affects on the 
parameter d , increasing or decreasing it, and the 
capacitance XC  is inversely proportional to this 

distance. The electronic secondary converter can be 
constructed in such a way that its output voltage  
(or current) will be proportional to capacitance XC  

rather than capacitance 1C XX C= ω  [1]. The output 

signal will be directly proportional to the measured 
displacement. 

However, it is necessary to take into account 
peculiarities of the application of the CMT in control 
and monitoring systems: the CMT have a small initial 
capacity, which in most cases lies in the range from  
10 to 103 pF. This circumstance leads to the need to 
use high frequency voltage from 1·103 to  
(1÷2)·108 Hz for the operation of sensors. Using low 
frequencies, for example, an industrial frequency of 
50 Hz, the CMTs have a large reactive resistance, 
which limits their use in measuring circuits. 

The use of a high-frequency signal leads to the 
need for additional analog and digital conversion in 
order to obtain unified signals (current, frequency or 
voltage) convenient for remote transmission over 
distances and subsequent use in control and 
monitoring systems [5]. 

Modern CMTs have sufficiently high metrological 
characteristics, their error of primary conversion does 
not exceed ± 0.1 % [5]. Therefore, the main direction 
of improving the accuracy of modern information and 
measurement systems based on the capacitive method 
is the improvement of known or the design of new 
methods for processing measuring signals (methods of 
converting electrical capacitance into an electrical 
signal) of the CMT, as well as methods for recording 
and compensating external disturbances. 

The differential CMT displacement, based on the 
change of the distance d  between the plates, is a flat 
condenser with electrodes 1, 2 and 3 (Fig. 1). 
Electrodes 1 and 2 are fixed immovably, and electrode 
3 is the reproducing part of CMT. The function of 
transforming differential CMT displacements is the 
dependence ( )1 2C C C f xΔ = − = . 

In the initial position of the movable electrode, 
when the measured movement 0x = , we do have  

 

1 2 0d d d= = , 0
1 2 0

0 0

S A
C C C

d d
= = = =

ε ε
, 

1 2 0C C CΔ = − = . 

 
Under the action of displacement x  the capacity 

of the CMT is changing as follows  
 

1
0

A
C

d x
=

−
, 2

0

A
C

d x
=

+
, (2) 

 
and we obtain a nonlinear function of displacement 
transformation x : 

 

( )2 2 2 2 2
0 0 0

2 2

1

A x A x
C

d x d x d

⋅ ⋅Δ = =
− −

 

 
In this regard, to limit the error of non-linearity, the 

measuring range is limited by the value 00,1x d≤ . 
 
 

 
 

Fig. 1. Differential CMT with variable gap. 
 
 

Then the maximum nonlinearity obtained  
at the end of the measurement range and determined 
by a deviation from unity of the value is 2 2

01 x d− , 

equal to 2 2
01 1 0,01mx d− = −  which does not exceed 

1.0 %. 
With accurate measurements, this error value is 

also unacceptable, besides, such a limitation of the 
measuring range is not always desirable. Thus, in the 
measuring circuit (MC), in which the passive 
information parameter CΔ  is converted into the active 
value - into an electrical signal, the task of ensuring 
the linearity of the functional dependence between the 
output signal and the measured motion must be solved. 

 
 

3. Research Methods 
 
In this research, this problem is solved by selecting 

the appropriate MC scheme, in which the phase angle 
of displacement between Su  and Xu  is used as the 

output signal (Fig. 2). In this scheme, CMT is series 
connected with supporting exemplary resistor 0R  via 

an electronic switch, which forms a voltage divider 
with an CMT - powered by the current of the generator 
of sinusoidal oscillations (G). 

In the initial position of the switch, the angle of 
phase 1ϕ  of displacement between the output voltages 

Su  and Xu  is determined by the expression 

 

1 1
1

0 0 0

C CX IX XU
ctg

U IR R
= = =ϕ  

2
2

0

CX
ctg

R
=ϕ

 
 

2 

C1 

C2 

d1 

d2 
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1
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In the second position of the switch the difference 
 

2 1
2 1

0

C CX X
F ctg ctg

R

−
= − =ϕ ϕ  (3) 

 
 

 
 

Fig. 2. The scheme of measuring circuit of CMT. 
 
 

Taking into account the values 1 11CX C= ω , 

2 21CX C= ω , where ω  - the angular frequency of the 

generator, we obtain from (3) 
 

1 2

0 1 2

1 C C
F

R C C

−
= ⋅

ω
 (4) 

 
Taking into account the dependences (2), 

expression (4) get the form 
 

0 0

2
F x

R S
= ⋅

ω ε ε
 (5) 

 
Consequently, the MC in Fig. 2 provides a linear 

dependence between the measuring displacement and 
value F . Thus, from (5) we obtain an algorithm for 
determining the displacement x  

 

( )0 0
2 12

R S
x ctg ctg= ⋅ −

ω ε ε ϕ ϕ  (6) 

 
From (6) it can be seen that the measurement result 

is not affected by the voltage and current of the 
generator and the measuring circuit, which indicates a 
high noise immunity of the measurement method. It is 
necessary to measure only the angle of phase 
displacement between two voltages, which is the most 
accurately measured value in the digital electrical 
measuring technique. 

 

4. Electrical Circuit 
 
In the developed device (Fig. 3), the voltages Su  and 

Xu  are applied to the inputs of a programmable 

microcontroller (MCR) 4, which controls the operation 
of the switch and measures the ϕ  angle values. In the 

MCR the ϕ  angle is converted into a time interval τ . 

The time intervals τ  and T  (the period of voltages Su  

and Xu ) are measured by the discrete counting method 

by filling them with impulses of the exemplary frequency 

0f  of the MCR generator using its integrated timer-

counter. Further, the angle is calculated by the formula 
360o T= ⋅ϕ τ . 

 
 

 
 

Fig. 3. Simplified scheme of connections of a linear 
displacement with a differential CMT. 

 
 

Then, from the measured values ϕ , the MCR 

calculates the value x  according to Formula (6). To 
increase the accuracy of the measurements, each 
measurement MCR repeats 10 times and determines 
the average value of the results. From the MCR, the 
digitized signals of angles 1ϕ  and 2ϕ  via the AVR309 

interface converter 5 are sent to the computer 6, where 
they are processed and the measurement results are 
output to the computer monitor. The MCR displays the 
results of the measurement also on the digital readout 
device 7. 

When selecting a power supply for the measuring 
circuit, it should be taken into account that the stability 
of its voltage is not significant, but the measurement 
result depends on the frequency of the generator. The 
presence of MCR dictates the appropriateness of using 
integrated circuits for the programmable generators of 
sinusoidal signals (for example, type AD9833). At 
each measurement, the MCR sets the frequency of the 
generator and uses this frequency value when 
calculating the measured value, so that possible 
changes in the generator frequency do not affect the 
accuracy of the measurement. The frequency of the 

C1 C2 

R0 u0 

G 

ux 

us 

1

2

3
4 7

5 6

R0

C2C1
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measuring current is preferably at least 50 kHz. In this 
case, it should be taken into account that with 
increasing frequency of power supply MC accuracy in 
measuring the phase angle is reduced. 

The resistance of the supporting resistor must be 
selected in such a way that the maximum sensitivity of 
the conversion of the CMT parameter to the angle ϕ  

is ensured. This is the case, where at the initial point 
of the conversion 1 2 0C C C= = , when the condition 

0
1 2 45= ≈ϕ ϕ  is valid. Hence, from the condition 

1ctg =ϕ  
 

0 0CX R=  or 0
0

1
R

C
=

ω
. 

 

For example, with the use of CMT, these values are 
as follows: 0 50C =  pF, 50f =  kHz, therefore, 

should be 0 127, 4R =  kOhm. The developed device 

uses a resistor type C2-29B with a tolerance of 0.1 %. 
As a switch, it is advisable to select a sensitive 

electronic switch-multiplexer ADG859. The chip is 
intended for commutation of DC and AC circuits, has 
the following parameters: channel resistance in the 
closed state is 1,3 Ω, in open mode it is about  
~ 1011 Ω, channel impedance mismatch is 0,01 Ω, 
maximum current through the closed channel is 
300 mA, The supply voltage is unipolar, 1,8...5,5 V, 
the on/off time is 8/4,5 ns, the frequency range is 
125 MHz, the operating temperature range is -40 °C to 
+125 °C. This chip best suits the operating conditions 
of this device.  

When choosing the MCR, it should be taken into 
account that it must have the highest possible 
frequency 0f  of the clock generator and, more 

importantly, two internal comparators, whose inputs 
will receive voltages Su  and Xu  (preferably through 

voltage-buffer repeaters, so as not to load the MC), to 
convert the angle ϕ  into the duration τ  of rectangular 

pulses. The use of an internal ADC of MCR for this 
purpose is inadvisable, because the value of the 
conversion period (sampling) of the ADC limits the 
minimum possible value τ , thereby substantially 
increasing the sensitivity threshold of the measurer. 

 
 

5. Results 
 

A method for theoretical investigation of the error 
in measuring the displacement by the phase method is 
developed. It is established that the use of time 
separation of the measurement channel ensures 
elimination of the methodical error due to the 
capacitance of the connector cable of the CMT and the 
imperfection of the element base of the measuring 
circuit. The expression for the comparative 
measurement error is obtained in the form 

( ) ( ) ( )1 2 1 2
0

f
x ctg

f
= ⋅ − ⋅ −δ ϕ ϕ ϕ ϕ  

 
It can be seen that the measurement error can be 

reduced by increasing the frequency 0f  of the MCR 

clock generator and decreasing the frequency f of the 

power supply MC generator. At the same time, as the 
difference ( )1 2−ϕ ϕ  increases, the error decreases. If, 

for technical reasons, a higher frequency of the supply 
voltage of the MC is required, then the MCR with a 
higher clock frequency generator should be selected. 

The measurement error has been evaluated 
depending on all parameters influencing on the 
accuracy of the measurement and it is stated that with 
appropriately selected MC parameters and generator 
frequencies, the required measurement accuracy can 
be provided. 

 
 

6. Conclusion 
 
Analysis of the research results shows that the 

selected MC scheme and the used phase method of 
measurement, based on the time separation of the 
measuring channel, provide a digital invariant 
measurement of the informative parameter of the 
differential CMT. The developed device is simple in 
practical implementation and can provide high 
accuracy of measurement due to the use of phase 
signals instead of potential signals and current signals, 
which ensures high noise immunity of measurement 
results. With an appropriate choice of the base 
element, in the production conditions the device can 
provide measurement of linear displacements with a 
limit of the permissible basic comparative error not 
exceeding 0.12 %.  
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Abstract: The synthetic material, cadmium sulfide quantum dot particles (CdSQD), using a hydrothermal method 
was dispersed in poly methyl methacrylate (PMM) polymer. In order to study the synthesized quantum dot 
particles, X-ray diffraction (XRD) and Fourier transform infrared spectroscopy (FTIR) techniques were applied. 
Transmission electron microscopy (TEM) and scanning electron microscopy (SEM) images were also used to 
study the surface morphology of synthetic quantum dot particles. Energy-dispersive X-ray spectroscopy (EDX) 
test was done for identification of constituent percent of prepared material. Optical properties of CdSQD particles 
were evaluated by UV-visible and photoluminescence spectroscopy (PL). Finally the capability of CdSQD 
particles dispersed in poly methyl methacrylate (CdSQD@PMM) as a scintillator material was investigated by 
photomultiplier tube (PMT) test. The result of PMT test along with statistical studies showed that the 
CdSQD@PMM can be applied as a crystalline promising material in the field of inorganic scintillator detectors 
regarding to the efficiency and economic aspects. 
 
Keywords: Scintillation detector, Gamma counter, CdS quantum dot particles, Poly methyl methacrylate, 
PMT test. 
 
 
 
1. Introduction 

 

Scintillator detectors are widely used in various 
sciences such as nuclear physics and analytical 
chemistry [1, 3]. They have three main parts [4]: the 
scintillator crystalline which absorbs the high energy 

radiations (such as gamma and X-rays) and converts 
them to a the visible photons [5], the photo multiplier 
device that is responsible for conversion of the visible 
photons to electrons and for their multiplication, and 
the output electrons that are converted to an electronic 
signal and counted by an electronic circuit. The most 
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important feature of the detector is its rough 
proportionality of the number of produced photons to 
the energy of in-coming radiation. Typically, it has a 
high sensitivity to the wavelengths less than 2 Å [6-7]. 

The florescent materials can also absorb the energy 
of radiation and convert it to photons in a few 
microseconds [8-9]. These kinds of materials are 
widely used in the scintillation devices [10]. A most 
required feature of the material is their transparency to 
the out-coming photons [11]. Inorganic scintillators 
such as LiI(Tl) [12] and CsI(Tl) [13] are the most 
suitable transparent crystals. On the other hand, the 
organic scintillators in comparison to the inorganic 
ones have generally low transparency [14]. 

In the current work considering both critical 
features of the scintillator crystals, photoluminescence 
and transparency, poly methyl methacrylate (PMM) 
dispersed with fluorescent quantum dot particles of 
cadmium sulfide (CdSQD@PMM) [15-16] have been 
studied. The structure and photo properties of the 
quantum dot particles and capability of hybrid 
preparation as scintillation applications were 
investigated by XRD, FTIR, SEM, TEM, EDX and 
PMT test. In addition, it is expected that the synthetic 
hybrid, CdSQD@PMM, possesses the appropriate 
flexibility with anti humidity properties due to its 
organic nature of the polymer. The softness and 
flexibility of the hybrid can also help toleration against 
shocks and vibrations. Finally, the results of PMT test 
evaluated by meaningfulness statistical parameters (T 
and Chi-squared) proved the promising application of 
the synthetic hybrid as an economic and effective 
materials in comparison to the expensive trade 
devices. 
 
 
2. Materials and Methods  

 
The cadmium sulfate octa hydrate (CdS.8H2O) 

and thioglycolic acid (TGA) were obtained from 
Merck. Poly methyl methacrylate and Dimethyl 
formamid (DMF) as the polymer solvent, were 
purchased from Sigma Aldrich. 
 
 
3. Synthesis of CdS Quantum Dot 

Particles (CdSQD) 
 

About 50 μl of TGA was added to 0.01 molar 
solution of cadmium sulfate. It was agitated for 
10 minutes then after continuing with adding drop 
wise of sodium sulphid of 0.01 molar and stirred for 
another 10 minutes. The prepared solution was 
transferred to a stainless steel autoclave and exposed 
to 140 °C for 30 minutes through the hydrothermal 
condition. The obtained precipitate was centrifuged 
and washed with deionized water and ethanol for three 
times. Finally the product was dried in an oven at  
60 °C for 6 hours. 

 

4. Preparation of CdSQD@PMM 
 
About 0.005 gr of poly methyl methacrylate 

powder was dissolved in 3 milliliters of DMF and then 
0.001 g of the prepared CdSQD particles was added to 
the mixture. The prepared gel was sonicated for 15 
minutes. The obtained hybrid was dried in an oven at 
40 °C for 6 hours. 

 
 

5. Characterization of Synthetic Hybrid 
 
To study of structural features of the prepared 

material, X-ray diffraction (XRD) and FTIR spectra of 
prepared CdSQD were obtained. Field emission SEM 
(FESEM) and TEM images were also obtained for 
confirmation of synthesis of quantum dot CdS. EDX 
analysis also endorsed the composition of constituents 
of synthetic CdSQD. In order to study the energy level 
of the defects on the surface and interface of the 
materials, the photoluminescence properties of 
prepared CdSQD was observed.  

 
 

6. Results and Discussion 
 

6.1. XRD Characterization of CdSQD 
 

The XRD spectrum of quantum dot CdS particles 
is shown in Fig. 1. As can be seen, the peak at 2θ=25.8, 
43.2 and 51.3 appeared can be related to crystalline 
plates (111), (220) and (311) of cubic phase of CdSQD 
particles. The average size of the crystalline particles 
was calculated with the Scherrer equation (Eq. (1) 
[17]. 

ܦ  =  (1) ,ߠ	ܱܵܥߚߣ0.9

 
where D is the size of particles; β is the full width at 
half maximum in radian wavelength of Cu-Kα 
radiation. The value D for CdSQD was obtained to be 
3.9 nm. 

 
 

 
 

Fig. 1. XRD spectrum of CdSQD. 
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6.2. FTIR Characterization of CdSQD 
 

The spectrum of CdSQD particles is shown in 
Fig. 2. The strong bands were seen in 1005, 1130, 
1616 and 3412 cm-1 and weak bands at 606, 1377, 650 
and 1565 cm-1. The broad band at 3912 cm-1 represents 
the stretching vibration related to OH groups of water 
molecule. The very weak band at 2930 cm-1 also 
indicates the vibration stretching of CH bond which 
may be considered as the residual of organic reagents 
used in synthesis process. The small band seen at  
541 cm-1 can be related to S-S bonds. 

 
 

 
 

Fig. 2. FTIR spectrum of CdSQD. 
 
 

6.3. Morphological and Elemental Analysis 
Studies 

 
In order to study the morphological of CdSQD 

particles, FESEM and TEM images were obtained. 
Fig. 3 shows the TEM images of spherical shape of 
CdS quantum dot particles which obviously depends 
on the size of particles less than 10 nm. FESEM image 
of CdSQD is shown in Fig. 4. It suggests the 
homogeneity of synthetic particles with the lowest 
impurity and amorphous phases. 

 
 

 
 

Fig. 3. (a) The TEM image of CdS nanoparticles, 
(b) Particle size distribution histogram. 

 
 

Elemental analysis was also done using EDX. As 
it is shown in Fig. 5, the existence of cadmium and 
sulphur is being confirmed in the synthetic CdSQD. 

 
 

Fig. 4. FESEM image of CdSQD. 
 
 

 
 

Fig. 5. EDX spectrum of elemental analysis of CdSQD. 
 
 

6.4. Study of Photoluminescence (PL) 
Properties of Synthetic CdSQD 

 
The photoluminescence properties of CdSQD 

particles was investigated by an exciting 380 nm 
radiation at room temperature. The prepared material 
showed a broad emission spectrum in the range of  
450 to 620 nm. According to the spectrum (Fig. 6) 
three individual peaks are seen: the weak peaks are 
considered as the blue emission and the strong one is 
considered as the green–yellow emission at maximum 
of 556 nm.  

 
 

 
 

Fig. 6. Photoluminescence spectra of CdSQD particles. 
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As can be seen the PL spectrum of CdSQD 
particles consists of two parts: the first one is in the 
range of 420-500 nm which is referred to the band 
edge emission and the second part is range  
530-620 nm which is referred to the surface  
defect emission. 

 
 

7. Photomultiplier Tube (PMT) 
Experiments 

 

All the tests were done in room temperature by 
60Co source in a few second ranges with the set up 
shown in Fig 7. The CdSQD@PMM hybrid that was 
uniformly covered on a glass slide, placed exactly 
between the 60Co source as the gamma emitter and the 
PMT input slit. The counts of released photons were 
recorded 8 times in absence of the hybrid CdSQD and 
in the presence of the hybrid where the counts reached 
to the constant value. Fig. 7 shows the diagram of 
PMT test. 

 
 

Fig. 7. The setup of the PMT test. 
 
 

As illustrated in curve Fig. 8(b) they obtained 
spectrum shows a peak at channel 793 with 28402 
counts in absence of CdSQD@PMM. Regard to 
impermeability of the PMT chamber relative to 
external radiations, the existence of this peak could be 
related to electron generation resulted from gamma 
beam.  

 
 

 
 
 

 
 

Fig. 8. The PMT spectrum of (a) in presence, (b) in absence of CdSQD@PMM. 
 
 

In the Fig. 8 (a) in addition to similar peak 
observed in curve b, there is another peak at channel 

795 with count 28048. The mentioned peak can be due 
to electron generation resulted from visible photons 
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that originated from gamma photon discharge in 
CdSQD@PMM structure. 
 
 
8. The Meaningful Tests of T and Chi-

squared  
 
Considering the lack of systematic error (null 

hypothesis, H0), the meaningful tests, T test and chi-
squared test were used to compare the averages of data 
and the meaningfully of frequency of data distribution, 
respectively [18-20]. As the source of the data 
presented in Table 1 are the same, the Eq. (2) was used 
for the T test.  

ݐ  = (߯ଵതതത − ߯ଶതതത)ܵௗට 1ܰଵ − 1ܰଶ, (2) 

ௗଶݏ  = ( ଵܰ − 1) ଵܵଶ + ( ଶܰ − 1)ܵଶଶଵܰ + ଶܰ − 2 , (3) 

 
where the ߯ଵതതത and ߯ଶതതത are the averages of the column A 
and B of Table 1, respectively, N1 and N2 are the 
number of data of column A and B of Table 1, Spooled 

represents the accumulated standard deviation which 
is calculated from Eq. (3) and S1 and S2 are  
the standard deviations of column A and B of  
Table 1, respectively.  

 
 

Table 1. The data obtained from PMT test 
in 100 seconds at room temperature. 

 

In the presence 
of the gamma 
source and the 

hybrid 

In the presence 
of the gamma 

source and in the 
absence of the 

hybrid 

Number of 
tests 

124147 120799 1 
125272 119312 2 
129704 121605 3 
131838 121601 4 
135236 121609 5 
135686 121605 6 
141664 121599 7 
139785 121604 8 

 
 

The obtained T volume of 5.18 is obviously higher 
than the critical volume reported in 99 % confidence 
level (3.50) [18]. Thus, the difference between two 
averages due to the presence and absence of synthetic 
hybrid implies that the meaningfulness and orientating 
of scintillation process is beyond the random and 
unpredictable errors. 

The Chi –square test was also applied to the data 
using Eq. (4). It was obtained to be 2133.36 which is 
much higher than the critical value of 14.07 in the 
references [18]. It shows the meaningfulness of the 

difference between the data obtained from the hydride 
exposed with gamma beam.  
 ߯ଶ = ∑ |ைିா|మா , (4) 

 
where O is the observed frequency and E is the desired 
frequency (roughly the same volume for average). 
 
 
9. Conclusions 
 

The dispersion of quantum dot CdS particles in 
poly methyl methacrylate could emit significant 
amount of visible photon when interacting with 
gamma rays. This would be a good characteristic of 
scintillation process. The composition of CdSQD and 
poly methyl methacrylate is highly transparent to 
visible light which in turn decreases the  
self-absorption of produced photons and  
efficiency enhancement. 
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Abstract: As new as very promising technique, breath analysis allows for monitoring the biochemical processes 
that occur in human body in a non-invasive way. Nevertheless, the high costs for standard analytical 
instrumentation (i.e., gas chromatograph, mass spectrometer), the need for specialized personnel able to read the 
results and the lack of protocols to collect breath samples, set limit to the exploitation of breath analysis in clinical 
practice.  

Here, we describe the development of a device, named Wize Sniffer, which is portable and entirely based on 
low cost technology: it uses an array of commercial, semiconductor gas sensors and a widely employed open 
source controller, an Arduino Mega2560 with Ethernet module. In addition, it is very easy-to-use also for non-
specialized personnel and able to analyze in real time the composition of the breath. The Wize Sniffer is composed 
of three modules: signal measurement module, signal conditioning module and signal processing module. The 
idea was born in the framework of European SEMEiotic Oriented Technology for Individual's CardiOmetabolic 
risk self-assessmeNt and Self-monitoring (SEMEOTICONS) Project, in order to monitor individual's lifestyle by 
detecting in the breath those molecules related to the noxious habits for cardio-metabolic risk (alcohol intake, 
smoking, wrong diet). Nonetheless, the modular configuration of the device allows for changing the sensors 
according to the molecules to be detected, thus fully exploiting the potential of breath analysis. 
 
Keywords: Bio-signals, Signal processing, Breath analysis, E-nose, Semiconductor gas gensors. 
 
 
 
1. Introduction 

 
Its un-obtrusiveness and its inherent safety make 

breath analysis a very promising technique in 
healthcare diagnostics. On one hand, it enables the 
monitoring of biochemical processes: the volatile 
organic compounds (VOCs) from the metabolic 
processes are generated within the body, travel via the 
blood, participate to the alveolar exchanges and appear 
in exhaled breath; on the other hand, breath is easily 
and non-invasively accessible [1-3]. In human breath, 
more than 200 volatile molecules have been identified 

and assessed. Some of such molecules were correlated 
to various diseases such as diabetes, oxidative stress, 
lung cancer, gastrointestinal diseases, etc. [2], [4-5]. 
For instance, exhaled pentane and ethane were 
investigated as lipid per-oxygenation product in case 
of oxidative stress [6]; isoprene (the major 
hydrocarbon present in human breath) was suggested 
to be linked with cholesterol synthesis [7] and cardiac 
output [8]; breath ammonia may be a useful 
biomarkers both for the evaluation of clinical 
treatments in case of renal diseases [9-10] and for 
monitoring the level of severity in case of liver 
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diseases [11]. Nonetheless, despite its great potential, 
the use of breath analysis in clinical diagnostic is 
limited because of the costs of the specific, high 
accurate standard instrumentation (i.e., gas 
chromatograph, mass spectrometer) and the need of 
expert personnel to perform the analysis, which also 
are very time consuming [9].  

Formerly designed for broader applications 
(environmental gases monitoring, for instance), in 
recent years the idea of exploiting e-noses also for 
clinical applications has been arisen [12]. Since they 
are able to perform breath gas analysis in real time, in 
many studies they have been employed in different 
fields of medicine: in oncology, for instance, to 
monitor volatile biomarkers related to cancer [13], in 
infectiology [14], in respiratory medicine to evaluate 
asthma [15]. Nevertheless, the majority of such  
e-noses exploit very expensive technology [16-17] or 
requires complex circuitry [18-19]. 

By developing the Wize Sniffer (WS) [20-22], here 
presented, we aimed to overcome all  
these limitations:  
• it is a portable device for the real time monitoring 

of a set of breath molecules; 
• it is based on low cost technology: the employed 

gas sensors are commercial, semiconductor-based 
and easily embeddable in the circuitry; a widely 
employed open source controller, an Arduino 
Mega2560, reads and processes raw data; 

• the WS is very easy to use, also for non-specialized 
personnel. In addition, it is designed in order to 
send breath analysis results also to a remote care 
center. 
The WS was conceived in the framework of 

SEMEOTICONS European Project [23]. It aimed to 
develop the Wize Mirror, an interactive platform 
having the appearance of a mirror, able to assess 
individual’s well-being state by detecting in the human 
face all those signs related to cardio-metabolic risk 
[24-25]. The WS was designed to be a Wize Mirror’s 
tool for detecting in human breath the molecules 
related to those noxious habits for cardio-metabolic 
risk: alcohol intake, wrong diet and smoking. 
Nonetheless, we aimed to design a device which could 
work also in a stand-alone configuration. Not only: 
thanks to the modular architecture, the WS can detect 
other volatile compounds simply by changing the gas 
sensor array. 

In the paper, Section 2 lists the VOCs detected by 
the WS and describes the device’s general 
architecture; Section 3 reports the WS functionality 
tests and the different data analysis approaches.  
 

 

2. The Wize Sniffer, How it Works 
 

By developing the WS, we aimed to design a 
portable, easy to use device which could be useful for 
user’s health self-monitoring and self- surveillance, 
also in home environment. In addition, we exploited 
low-cost technology in order to promote its purchase 
and use. 

2.1. Harmful Molecules for Cardio-metabolic 
Risk  

 
Within the WS, an array of semiconductor-based 

gas sensors is able to detect those breath VOCs 
considered as indices of noxious habits for cardio-
metabolic risk: 
• Carbon monoxide (CO). More than 5000 

compounds in cigarette smoke are dangerous. CO, 
in particular, decreases the amount of oxygen that 
is carried in the red blood cells. It also increases the 
amount of cholesterol that is deposited into the 
arteries; 

• Ethanol (C2H6O). Moderate ethanol consumption, 
in healthy subjects, reduces stress and increases 
feelings of happiness and well-being, and may 
reduce the risk of coronary heart disease. Heavy 
consumption of alcohol, instead, causes addiction 
and leads to an accumulation of free radicals into 
the cells, causing oxidative stress. 
In addition, the device can also provide useful 

information about metabolism, carbohydrates 
adsorption and vascular status by detecting: 
• Oxygen and carbon dioxide (O2 and CO2): the 

amount of O2 which is retained in the body, and the 
one of CO2 which is produced as a by-product, can 
be considered as a measure of the metabolism; 

• Hydrogen (H2): it is related to the carbohydrates 
breakdown in the intestine and in the oral cavity by 
anaerobic bacteria; 

• Hydrogen sulfide (H2S): it is a vascular relax 
agent; it has a therapeutic effect in hypertension. 

 
 
2.2. Wize Sniffer, Hardware and Software 
 

In Fig. 1, WS’ hardware is shown. The user blows 
once into a disposable mouthpiece, placed at the 
beginning of a corrugated tube. A flowmeter allows 
for calculating the volume of the exhaled gases. A heat 
and moisture exchanger (HME) filter absorbs the 
water vapor present in exhaled breath, reducing the 
humidity which affects semiconductor gas sensors’ 
behavior. The core of the WS is the signal 
measurement module that is the sensor array, 
composed of six semiconductor-based gas sensors, 
placed within the gas sampling box (made up of ABS 
and Delrin and whose capacity is 600 ml according to 
the tidal volume [26]). Other two gas sensors work in 
flowing regime by means of a sampling pump, which 
injects the gases from the sampling box at a fixed rate 
(120 ml/sec). Within the gas sampling box also a 
sensor for temperature and humidity (Sensirion 
SHT11) is placed. Sensors’ outputs are pre-processed 
by a signal conditioning module: a series of voltage 
buffer amplifiers transfers sensors’ signal from the 
measurement module to the micro-controller board, an 
Arduino Mega2560 with Ethernet module (which is 
low cost, widely employed and has an open source 
integrated development environment).  
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Fig. 1. Wize Sniffer's hardware: a) External configuration; 
b) Internal configuration. 

 
 

At the end of a breath test, a flushing pump 
“purges” the sampling box to recovery the sensors’ 
steady state. 

In Table 1, all the gas sensors are listed. Our choice 
was to employ metal oxide semiconductor (MOS)-
based gas sensors, manufactured by Figaro 
Engineering. If, on one hand, humidity strongly affects 
their behavior, and cross-sensitivity makes these 
sensors be non-selective [27], on the other hand they 
have long life, strong sensitivity and rapid recovery; in 
addition, they are low cost (20-30 Euro on average) 
and easy to be integrated in the circuitry.  

 
 

Table 1. MOS-based gas sensors integrated in the Wize 
Sniffer’s measurement module. 

 
Detected 
molecule 

Sensor 
Best detection 

range 

Carbon monoxide 
MQ7 

TGS2620 
20-20 ppm 

50-5000 ppm 

Ethanol 
TGS2602 
TGS2620 

1-10 ppm 
50-5000 ppm 

Carbon dioxide TGS4161 0-40000 ppm 

Oxygen MOX20 0-16 % 

Hydrogen sulfide TGS2602 1-10 ppm 

Hydrogen 

TGS821 
TGS2602 
TGS2620 

MQ7 

10-5000 ppm 
1-10 ppm 

50-5000 ppm 
20-200 ppm 

Ammonia 
TGS2444 
TGS2602 

1-100 ppm 
1-50 ppm 

 
 

The aim of developing a device which could be 
useful as a stand-alone device for user’s health self-
monitoring, also in home environment, is evident 
about software implementation. We implemented a 
client-server architecture in order to send breath data 
also to a remote personal computer. It means that, after 
performing a test and processing the results, the 
device, thanks to an internet connection and a 
communication protocol, can send the results to the 
family doctor, for instance. For this purpose, Arduino 
is programmed to process sensors’ raw data and to 
execute a daemon on port 23. By implementing a 
Telnet server, it waits a command line from the remote 
personal computer and provides the data. 

Finally, in Fig. 2, WS’ operation modes are shown. 
In the smaller picture, the WS is working as a Wize 
Mirror’s tool. In the other picture, the WS is working 
as a stand-alone device.  

 
 

 
 

Fig. 2. The two Wize Sniffer's operation modes: as a Wize 
Mirror’s tool (on the left) and as a stand-alone device  

(on the right). 
 
 

3. Wize Sniffer Functionality Tests and 
Data Analysis 

 
Breath analysis performed by low-cost technology 

based gas sensors is a great challenge. If, on one hand, 
semiconductor-based gas sensors are low cost, robust 
and very simple to integrate in the circuitry, on the 
other hand, their behavior is strongly affected by 
humidity and cross-sensitivity. 

Indeed, often each sensor may be not selective for 
one volatile compound only, but it may be sensitive to 
a broader set VOCs. As a consequence, the estimation 
of the breath molecules’ concentration is an arduous 
challenge.  

Moreover, breath gases are something extremely 
variable: breath composition may vary according to 
heart rate, breath flow rate [28], posture [29], ambient 
air [30], lung volume [31], breath sampling mode [32]. 
Exhaled breath is affected by a strong inter-variability 
(among different subjects), and also by a marked intra-
variability (relative to the same subject). 

As summarized in Fig. 3, we have to face first with 
an uncertainty of measure relative to those factors that 
affect the gas sensors’ behavior; then, we have also an 
uncertainty due to all the physiological conditions that 
influence breath composition. For instance, in our 
case, also factors such as BMI [33], sex, age may 
influence ethanol’s concentration in breath. 



Sensors & Transducers, Vol. 215, Issue 8, August 2017, pp. 19-26 

 22

 
 

Fig. 3. All the influencing factors (in the circles) related 
to breath analysis performed by semiconductor-based 

gas sensors. 
 
 

3.1. Sensitivity Tests on Gas Sensors 
 

In order to better understand and assess MOS-
based gas sensors’ behavior we  

1) Investigated their response to a variation  
in humidity;  

2) Investigated their sensitivity in precise 
measurement conditions (3 °C+/-7 %, 70 % RH+/-5 %, 
that are the ones that occur in the sampling box during 
a breath test, as shown in Fig. 4);  

3) Investigated how the several breath molecules 
influence each other in the chemical interaction with 
the sensors’ sensing element. 

 
 

 
 

Fig. 4. Temperature and relative humidity in the gas 
sampling box when a breath test is performed. 

 
 

Calculating the sensors’ humidity drift is useful to 
potentially compensate it during the data processing. 
Fig. 5 shows how the humidity strongly affects 
sensors’ output (in this case the one of MQ7 gas 
sensor). The relationship between humidity and 
sensors’ output generally can be modeled by means of 
a power law (Eq. (1): 

, (1) 
 
where a, b and c are the constants. We considered the 
entire range of humidity variation (for instance, 50 %-
55 %RH in the case of MQ7, as shown in Fig. 5) and 
then we calculated the slope of the curves. Based on 
the slope, drift coefficients were assessed (see  
Table 2) as the decrease in sensors’ output (Volt) per 
unit decrease in humidity, as given in Eq. (2): 
 

 (2) 
 
 

 
 

Fig. 5. MQ7 output when a rise in humidity occurs. 
 
 

Table 2. Sensors’ drift due to humidity. 
 

Sensor 
ΔV/Δ hum 

(mV) 
MQ7 296 

TGS2620 60 
TGS2602 82 
TGS821 120 
TGS244 84 

 
 

By keeping the humidity constant, sensors’ output 
will depend on the gas concentration only. For this 
purpose, we investigated the sensors’ output in 
response to a well-known gases concentration. The 
sensors were put into a vial. The humidity into the vial 
was kept at 70 % RH+/-5 % by means of a saturated 
solution of NaCl placed on the bottom; then, we 
injected well-known gases concentration and 
registered sensors’ output. The raw sensors’ output 
were read by an Arduino Mega2560 connected via 
serial port to a personal computer. The experimental 
data were displayed in real time on the computer 
screen and stored as text files for later processing.  

Just as example, in Fig. 6, we can see TGS2620 
output when well-known concentration of carbon 
monoxide (CO), ethanol (C2H6O) and hydrogen (H2) 
were separately injected into the vial. Also in this case, 
the relationship between sensors’ output and gases 
concentration can be modeled by means of an equation 
similar to Eq. (1).  

Nevertheless, when a breath analysis is performed, 
a mixture of gases spreads into the gas sampling box 

cbhumahumfVout +== )^(*)(

humVSd ΔΔ= /
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and chemically interacts with the sensors. In this case, 
the phenomenon known as cross sensitivity makes 
these sensors non selective. In Fig. 7, we can see 
TGS2620 response when well-known mixed 
concentrations of the same three gases (carbon 
monoxide, ethanol and hydrogen) were injected into 
the vial at the same time.  

 
 

 
 

Fig. 6. TGS2620 output when well-known concentrations 
of CO, H2 and C2H6O were separately injected into the vial. 

 
 

 
 

Fig. 7. TGS2620 output when well-known mixed 
concentrations of CO (blue plot), C2H6O (green plot) 

and H2 (red plot) were injected into the vial. 
 
 

In this way, how the different VOCs add together 
and influence gas sensors’ output can be understood. 
The single gas contribution can be modeled by a power 
law (Eq. (1) but each of them has its “weight” on the 
overall output. 
 
 

3.2. WS Functionality Test: the Clinical 
Validation 

 

The aim of the functionality tests was to assess 
WS’ performances, that means, if it was able to 

monitor and evaluate the individuals’ noxious habits 
for cardio-metabolic risk (smoke and alcohol intake in 
particular). 

For this purpose, as described in [22], the WS 
underwent a clinical validation in three research 
centers: CNR in Pisa and Milan, CRNH (Centre de 
Recherche en Nutrition Humaine) in Lyon. The 
campaign involved 77 volunteers overall, male and 
female, between 30-65 years of age, with different 
habits and lifestyles. People answered Audit and 
Fagerstrom tests, which respectively assessed their 
alcohol and smoke dependence, and other 
questionnaires about lifestyle in general. 

Considering the methodological issues about 
breath sampling [32], we drafted a protocol which 
considered the mixed expiratory air sampling, since 
our interest was focused on both endogenous and 
exogenous biomarkers. The subjects took a deep 
breath in, held the breath for 10 s, and then exhaled 
once into the corrugated tube trying to keep the 
expiratory flow constant and to completely empty their 
lungs.  

The study was approved by the Ethical Committee 
of the Azienda Ospedaliera Universitaria Pisana, 
protocol n.213/2014 approved on September 25th, 
2014; all patients provided a signed informed consent 
before enrollment. 

As mentioned before, MOS-based gas sensors 
are strongly affected by cross-sensitivity. Such 
characteristic makes the quantitative analysis of the 
detected VOCs very difficult.  

As a consequence, a more classical data analysis 
approach was used, based on multivariate methods of 
pattern recognition. Pattern recognition exploits 
sensors’ cross-correlation and helps to extract 
qualitative information contained in sensors’ outputs 
ensemble. Then, first Principal Component Analysis 
(PCA) was performed, in order to provide a 
representation of the data in a space of dimensions 
lower than the original sensors’ space. From an 
exploratory analysis of the data, the presence of 
clusters (see Fig. 8) can be observed. Then, a K-
nearest neighbor (KNN) classification algorithm, 
previously trained with the data collected during 
another acquisition campaign, was adopted to classify 
the subjects according to their habits: Healthy (that 
means, not in danger of cardio-metabolic diseases), 
Light Smoker, Heavy Smoker, Social Drinker, Heavy 
Drinker, LsSd (Light smoker and Social drinker), 
LsHd (Light smoker and Heavy drinker), HsSd 
(Heavy smoker and Social drinker), HsHd (Heavy 
smoker and Heavy drinker).  

The outcomes of the Audit and Fagerstrom 
questionnaires were our ground truth. The KNN 
classifier was able to correctly classify in 89.61 % of 
cases. Errors were probably due to TGS2602 and 
TGS2620 cross-sensitivity for hydrogen. In fact, for 
instance, three no-risk subjects were classified as 
social drinker probably because of high presence of 
hydrogen in their breath, which caused a rise in these 
sensors voltage output. 
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Fig. 8. First three principal components. 
The presence of several clusters can be observed. 

 
 

Then, the number of volunteers increased up to  
169 subjects. Such subjects were classified by 
clinicians into “low risk population”, “medium risk 
population”, “high risk population” and “very high 
risk population”, basing on the Risk Score (RS), that 
is, the sum of the scores relative to Audit (AS), 
Fagerstrom (FS) and lifestyle questionnaires, which 
were our ground truth also in this case.  

Also in this case, mixed expiratory air sampling 
method was used.  

Given the significant number of subjects, we tried 
to implement a method of data analysis which was able 
to predict subjects’ RS on the base of breath data. First, 
we extracted the value at the plateau from raw breath 
curves, which corresponds to the chemical equilibrium 
between the sensor’s sensing element and the volatile 
compounds. Then, sensors’ raw data were zero-
centered and normalized, thus putting in evidence their 
qualitative aspects. Then, also in this case, the 
principal components were extracted and the PC 
scores were plotted against the subjects’ RS, as shown 
in Fig. 9. 

As can be deduced from the colours (green points 
derive from no-risk subjects, the blue ones from low-
risk subjects, the yellow ones from medium risk 
subjects, the red ones from high risk subjects, the 
magenta ones from very high risk subjects), subjects’ 
RS are arranged in ascending order. Except for PC3, 
from a visual, exploratory analysis, we saw that the PC 
scores did not have a sharp increasing or decreasing 
linear trend with respect to RS, thus not having enough 
information to contribute to any prediction model. 
Such result matches the one reported in [34]. Being 
inspired by this study, we also implemented an 
Independent Component Analysis (ICA) on our data. 
ICA is a high-order transformation method for data 
representation which extracts independent component 
from the data set. If, on one hand, PCA exploits the 
real sensors’ cross-correlation, ICA originates from 
the assumption that the data has a non-Gaussian 

distribution, which often is a property of the gas 
sensors’ array measurement data [35]. 

 
 

 
 

Fig. 9. PC scores against subjects’ risk scores arranged 
in ascending order. 

 
 

In our case, breath signals and the environmental 
ones (noise) get mixed with each other before the 
chemical interaction with the sensor array. As a 
consequence, each sensor’s output is the result of a 
combination of different gaseous contributions. We 
applied FastICA algorithm to our data set, and plotted 
individual independent components (IC) against 
subjects’ RS. As shown in Fig. 10, in this case sharper 
linear trends emerge. 

Then, the data set was split into two data-set (train 
data set and validation data set) to build the prediction 
model, which was developed by means of the Matlab 
LinearModel Tool. Indeed, by using the independent 
components, a linear regression model was built to 
establish a relationship between the RS and the breath 
data pre-processed by ICA. Then, such model was 
validated by using the validation data set. In Fig. 11 
we can see that the correlation coefficient (r) between 
actual and estimated risk scores is 0.8976. 

 
 

4. Conclusions 
 

In this paper, we describe how breath analysis 
could be exploited for a simple self-monitoring by 
using a portable, low cost, very easy to use device that 
we developed and called Wize Sniffer. In the 
presented use case, the WS can provide the user with 
him/her risk score, thus helping to monitor his/her 
habits and potentially prevent his/her cardio-metabolic 
risk.  

The safety and the unobtrusiveness of the device 
allow for a daily monitoring which, even if without a 
real diagnostic meaning yet, could represent a pre-
screening, useful for an optimal selection of more 
standard medical analysis. 
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Fig. 10. IC scores against subjects’ risk scores arranged 
in ascending order. 

 
 

 
 

Fig. 11. Actual risk scores versus predicted ones. 
 
 

The core of our device is the array of MOS-based 
gas sensors. They are low cost, easy to be integrated in 
the circuitry, they have long life and rapid recovery 
time. Nonetheless, their use entails a very robust data 
processing because of the difficulty of discriminating 
the molecules’ contribution due to sensors’ cross 
sensitivity. Pattern recognition algorithms turn out the 
best way to overcome such problem.  

In addition, the WS modular configuration allows 
for changing the gas sensors according to the 
molecules (and then, to the related diseases) to be 
monitored. Such characteristic allows for using such 
device in broader applications. For instance, in future 
we will evaluate WS performances in the case of 
cirrhotic patients. In particular, we will exploit 
TGS2444 MOS-based sensor, selective to ammonia, 

to discriminate and monitor patients with acute  
liver diseases.  

In conclusion, we highlight the cooperation among 
scientists (clinicians, engineers, chemists, physicists, 
etc.) and big effort that should be encouraged in order 
to introduce breath analysis in clinical practice. 
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Abstract: In this paper, we present a novel system, inVideo, for automatically indexing and searching videos 
based on the keywords spoken in the audio track and the visual content of the video frames. Using the highly 
efficient video indexing engine we developed, inVideo is able to analyze videos using machine learning and 
pattern recognition without the need for initial viewing by a human. The time-stamped commenting and tagging 
features refine the accuracy of search results. The cloud-based implementation makes it possible to conduct elastic 
search, augmented search, and data analytics. Our research shows that inVideo presents an efficient tool in 
processing and analyzing videos and increasing interactions in video-based online learning environment. Data 
from a cybersecurity program with more than 500 students show that applying inVideo to current video material, 
interactions between student-student and student-faculty increased significantly across 24 sections program-wide. 
 
Keywords: Video processing, Video index, Big data, Learning analytics, Education. 
 
 
 
1. Introduction 

 
Big data analytics are used to collect, curate, 

search, analyze, and visualize large data sets that are 
generated from sources such as texts (including blogs 
and chats), images, videos, logs, and sensors [1]. 
Video data is a major format of unstructured data, and 
should be an indispensable area of big data analytics. 
However, most analytics tools are only effective in 
analyzing structured data. Due to the nature of the 
special file format, traditional search engines hardly 
penetrate into videos, and therefore video indexing 
becomes a problem [2–13].  

Videos contain both audio and visual components, 
and neither of these components is text based. To 
understand a video, viewers must actually play it and 
use their eyes and ears to analyze the sounds and 

visuals being presented to them. Without watching a 
video, it is hard to glean information from its content 
or even know whether there is information to be found 
within. Existing search engines and data analytics 
tools such as Google, SAS, SPSS, and Hadoop are 
effective only in analyzing text and image data. Video 
data, however, are difficult to index and therefore 
difficult to analyze.  

In education, video presents a large opportunity for 
both classroom and online education [14]. In addition, 
video is a great teaching format because it can be both 
more enjoyable and more memorable than other 
instruction formats [15]. Furthermore, video 
instruction allows for students to work at their own 
pace, for teachers to be able to teach more students, 
and for more reusable teaching materials to be 
available when compared to an in-person lecture. 

http://www.sensorsportal.com/HTML/DIGEST/P_2948.htm

http://www.sensorsportal.com/
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MOOC (Massive Open Online Courses) creators 
realize the many benefits of video, as evidenced by the 
prevalence of video in MOOCs. Many MOOCs focus 
on video files for the bulk of their instructional 
material so it is clear that the MOOCs of the future 
must also focus on videos.  

inVideo [16], developed under a US Department of 
Education grant, is able to analyze video content 
(language and video frames) prior to initial close 
researcher review of the video. A highly efficient 
video indexing engine can analyze both language and 
video frames based on natural language and referent 
objects. Once a video is indexed, its content be- comes 
searchable, and statistical analysis as well as 
qualitative analysis are possible. Commenting and 
tagging add a layer of hyper-information and therefore 
increase the accuracy of the transcript, which was 
automatically extracted from the video by the inVideo 
tool. The indexing technology is especially useful in 
mining video data in large video collections. inVideo 
also has an automatic caption system that can 
transcribe the words spoken in the video. Instructors 
can use the tool to construct in-place video quizzes for 
assessments.  

Learning is an integration of interaction. The 
interaction might exist between learners and 
instructors or between learners and computers. While 
the traditional approach would be to analyze grades at 
the end of the semester, this lacks the benefits that 
come from interactions that occur during the course 
[17]. As an increasingly large number of educational 
resources move online, analyzing interactions between 
students and online course material is becoming more 
important. Many learning management systems 
(LMS) have built-in learning analytics tools to look 
into the data [18–20]. Due to the limitation of the data 
gathering and indexing, the built-in tools are generally 
not sufficient in assessing study outcomes, especially 
for video content.  

 
 

2. Related Work 
 

Automatic video index and search have wide 
applications in education, public security, and many 
other video-intensive areas.  

An airport traffic and security monitoring system 
constantly indexes videos gathered from surveillance 
cameras and searches for the suspect based on the 
graphical and textual information provided by the 
authority [9].  

A video content indexing and retrieval tool indexes 
digital videos automatically on 34 hours of TV news 
broadcast. The sampled frames are then used in 
providing the basis for various analyses [21].  

Big data and learning analytics can become part of 
the solutions integrated into administrative and 
instructional functions of higher education [22]. 
Traditional face-to-face instruction supports a 
traditional data-driven decision-making process. 
Videos as a form of big data are more extensive, and 
particularly time-sensitive, learning analytics 

application. It is important that instructional 
transactions are collected as they occur.  

Learning analytics can provide powerful tools for 
teachers in order to support them in the iterative 
process of improving the effectiveness of their course 
and to collaterally enhance their students’ 
performance [23]. Dyckhoff developed a toolkit to 
enable teachers to explore and correlate learning 
object usage, user behavior, and assessment results 
based on graphical indicators. This learning analytics 
system is able to analyze data such as time spent, areas 
of interest, usage of resources, participation rates, and 
correlation with grades data, and visualize them using 
a dashboard. However, the system is unable to analyze 
the interactions between students and the online 
learning systems on videos.  

In order to analyze videos for various applications, 
we have developed a video index engine to look at 
every word spoken in the video and categorize it using 
our custom index algorithm. In addition, a content-
based pattern recognition engine can search individual 
frames of the video to recognize objects and 
individuals being displayed. The collaborative 
commenting, tagging, and in-place quizzes make 
videos more accessible and also increase the accuracy 
of the search engine [7-8], [10].  

 
 

3. Video Indexing and Search Algorithm 
 
Videos are a different data type than text and 

images, in that they are unstructured data. Traditional 
search engines are mostly text based, with a few tools 
that allow for searching of images. In order to index a 
video, a search engine needs to extract meaningful 
language from the audio and convert it to text, while 
simultaneously converting the visual frames into a 
series of images that can be used to recognize persons 
and objects in the video. This is an extremely difficult 
task, given that videos are a compound format. Not 
only are the audio and visual components integrated, 
but also within each of these components there is a 
blend of information being presented in a manner that 
cannot be distinguished as easily by a computer as by 
a human brain. For example, the audio of the file may 
contain speech, music, and background noises that a 
computer will have a hard time recognizing and 
analyzing.  

 
 

3.1. Automatic Indexing Algorithm  
 

The video indexing engine uses the vector space 
model to represent the document by a set of possible 
weighted content terms. The weight of the term 
reflects its importance in relation to the meaning of the 
document [24].  

After calculating the normalized frequency of a 
term in the document, the weight to measure the 
relative importance of each concept or single term is 
obtained. The automatic index algorithm then 
calculates the final position in n-dimensional space. 
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The result is to be used for generating search results or 
visualization.  

 
 

3.2. Searching Videos by Keywords 
 
Video search involves two steps: analyzing by 

keywords and analyzing by image references. When a 
keyword is entered, the system looks through the 
indexed audio transcript to see if there is a match. An 
image reference may refer to either a picture or 
keywords that describe an object in the video using an 
appropriate semantic space. Video clips whose 
language contains the keywords will be retrieved.  
Fig. 1 shows how indexed videos can be searched 
using keywords in the spoken language.  

 
 

 
 

Fig. 1. Analyzing Videos by Keywords. 
 
 

3.3. Searching Videos by References 
 

Searching videos by references examines the 
frames of the video to see if the given picture or 
keyword is found. If the reference is a picture, then the 
system uses a Content Based Image Retrieval (CBIR) 
algorithm to find the match frames and return the 
video clips that contain the reference picture. Fig. 2 
shows the image-based CBIR algorithm that retrieves 
the video frames corresponding to the reference 
picture (at the bottom).  

 

 
 

Fig. 2. Analyzing Videos by Image References using the 
CBIR Algorithm. 

If the reference is a keyword (e.g. credit card) then 
the system uses a knowledge tree to find matches in 
the video. If one video frame contains an object 
matching the features associated with the keyword, the 
section of the video is returned. Fig. 3 shows how a 
search for the keyword credit card will retrieve the 
video frames that contain objects as credit cards.  

 
 

 
 

Fig. 3. Analyzing videos by Keyword References 
using a Knowledge Tree. 

 
 

3.4. Searching Videos in Multiple Languages 
 

Sometimes multiple languages may be found in 
videos. Transcription engines normally only work in 
one language or in closely related languages. For other 
languages, a different transcription engine may be 
required. inVideo addresses this problem by allowing 
videos with different languages to be searched from a 
single user interface. The inVideo system does not 
translate between languages. It only transcribe based 
on the language of original videos. For example, a 
Chinese video will result in a transcript in Chinese. 
Fig. 4 shows the indexing engine properly analyzing 
the Chinese language.  

 
 

 
 

Fig. 4. Analyzing Videos with Different Languages. 
 
 

When entering the word “student” in Chinese, the 
video search engine will locate that term in the 
transcript and return the corresponding frames. 
Currently, there are multiple languages that can be 
analyzed by the inVideo system, with more to  
be added.  
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3.5. Elastic Search and Content-Aware 
Elastic Search 

 
Elastic search makes the inVideo application 

capable of searching video data across distributed 
environments with HTTP protocol and schema-free 
JSON documents. Elastic search makes it possible to 
expand the community by deploying a pluggable 
cloud architecture, configurable automatic discovery 
of cluster nodes, persistent connections, and load 
balancing across all available nodes. Video collections 
under ACE are no longer restricted to a particular 
video collection. More importantly, there is no need to 
move other video collections in a centralized site, 
which is merely feasible anyway.  

Indexed videos can be searched by keywords. 
When a keyword is entered, the cloud system searches 
its generated transcript of the audio files to find 
matches. Video clips whose audio track contains the 
keywords are retrieved.  

The enhanced elastic search partitions videos into 
individual frames. Thus, users also have the ability to 
search a video by examining the video frames to see if 
a given object is found. The enhanced elastic search 
algorithm matches contents in the frames and returns 
the video clips that contain the reference objects. This 
process allows us to combine images and words to 
create hybrid metadata.  

For instance, in mathematics education, there is 
interest in studying the representations students make. 
The CBIR algorithm allows us to search the videos for 
particular representations that a student would make, 
such as images of rods, blocks, or tree diagrams. 
Students may construct these models without talking 
about them, and thus an audio transcript would miss it. 
By being able to search the frames of the video, a user 
interested in tracing a student’s construction or 
explanation of a representation can query the database. 
If a frame of the video contains an object matching the 
particular representation, this section of the video is 
returned.  
 
 
3.6. Machine Learning and Cloud-based 

Data Analytics 
 

It should be noted that the goal of the software is 
not to reproduce the word-for-word accuracy of a 
human-generated transcript of video files. Rather, the 
goal is to determine the extent to which voice-to-text 
analysis and image analysis are able to retrieve desired 
sections of the video for enriched human analysis. The 
critical task is for the system to identify a sufficient 
amount of relevant hits that pertain to the search 
reference terms or images. Search queries have 
advanced from keywords to natural language. The 
inVideo software uses artificial intelligence and 
machine learning technologies to analyze videos and 
use big data analytics tool to explore, index, and 
visualize videos. inVideo also has security features 
that secure data and communication in the cloud and 
protect privacy [2-6, 11-12].  

3.7. Transcript Time-Stamping 
 

inVideo also includes a Transcript Time-stamping 
System (TTS), a new software tool built by the 
research team, which turns traditional video 
transcripts generated by external transcription 
methods into time-stamped transcripts, which can be 
incorporated into the inVideo application. The TTS 
application adds timestamps to existing transcripts and 
formats them in a way that is amenable to video search 
through the inVideo platform. The application is semi-
automated; when a timestamp is keyed to a word, the 
software calculates the time allotted for all 
surrounding words, so that all the non-keyed words are 
aligned between timestamps in a reasonable 
approximation of their occurrence in the audio track. 
Subdividing each sentence and introducing additional 
cycles for the algorithm to run on smaller segments of 
the transcript can increase the accuracy. Fig. 5 shows 
the timestamp creation process: 

 
 

 
 

Fig. 5. Automatically calculating timestamps. 
 
 

4. Collaborative and Interactive 
Learning 

 
Automatically generated video transcripts may 

have accuracy problems. Besides, the vast numbers of 
videos in MOOCs make them impossible to be 
retrieved correctly with just one or a few simple 
keywords. To solve these problems, we have 
implemented a collaborative filtering mechanism that 
includes commenting, tagging, and in-place quizzes. 
These features improve accuracy and increase 
interactions between students and the online learning 
systems. With collaborative filtering, learning 
resources retrieval on MOOC systems is  
greatly improved, and better student achievement is 
therefore expected.  

 
 

4.1. Collaborative Filtering 
 
Collaborative filtering is a process of improving 

accuracy of the automatic indexing algorithm by 
leveraging user feedback. This is popular on websites 
that have millions of users and user-generated content. 
Users are able to create time-stamped comments on 
videos. These comments can be hidden or made public 
so that someone else who views the video can see the 
comment at a specific time. These comments help 
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increase accuracy of the search tool and transcript and 
enhance interactions in online learning.  

Tagging on videos is another implementation in 
the inVideo system. It is to attach keyword 
descriptions to identify video frames with categories 
or topics. Videos with identical tags can then be linked 
together, allowing students to search for similar or 
related content. Tags can be created using words, 
acronyms, or numbers. This is also called social 
bookmarking.  

A search term usually yields many related results, 
which in many cases are hard to differentiate. 
Commenting and tagging add additional information, 
refine the knowledge, and increase the video search 
accuracy. At a time when information is exponentially 
growing, these features are extremely helpful for 
students to obtain the knowledge with the least amount 
of time.  
 
 
4.2. In-place Assessment with iQuiz 
 

Internet computing has the advantage of 
employing powerful CPUs on remote servers to 
provide applications across the network. inVideo 
comes with an Internet Computing- based video quiz 
system (iQuiz) to utilize the computational power of 
remote servers and provide video quiz services to 
users across the Internet. Currently, videos are mostly 
non-interactive, and thus there are no interactions 
between students and the learning content. Students 
either view videos online or download them to their 
personal devices. There is no way for educators to 
know whether a student has understood the content or 
even to know whether the student has viewed the video 
or not.  

iQuiz can be used to assess learning outcomes 
associated with video study. Quizzes can be embedded 
into videos at any place where an instructor wants to 
assess the outcome of the student’s study. iQuiz runs 
as a service on servers. This enables users to execute 
this resource-intensive application with personal 
computers or iPads, which would not be possible 
otherwise.  

Instructors can enter into the authoring mode 
where they can write quizzes by indicating the start 
and stop positions on the video and adding questions. 
Video quizzes are stored in XML format, and are 
automatically loaded while students are watching the 
video in the learning mode. Answers to the quizzes, 
either correct or incorrect, are also stored in the XML 
database for immediate assessments. Assessment of 
adaptive learning on videos provides better outcomes 
for students than the traditional video content study 
with little or no feedback [25].  

 
 

4.3. Transform Linear Videos into 
Interactive Learning Objects 

 
Videos are linear in nature. This structure is hardly 

interactive, nor does it contain branches. Using the 

inVideo tool, classical videos can be transformed into 
a series of video clips with assessments in between and 
at the end. Through this process, the video-based 
learning material becomes interactive. Fig. 6 shows a 
test that we conducted, which turned a 46-minute 
video into six selected 2-3 minute video clips. The red 
segments on the stage bar are the samples, so it is clear 
that not all video content was used in the samples.  

 
 

 
 

Fig. 6. Transform Linear Videos 
into Interactive Learning Objects. 

 
 

5. Experimental Results 
 
5.1. Classroom Interventions 
 

To test the inVideo system, we selected the 20 most 
recent videos from National Science Digital Library 
(NSDL) in cybersecurity and used the inVideo tool to 
extract keywords that appeared in the transcripts. 
From this set, we selected the top two ranked 
keywords: Target (data breach) and encryption (using 
encryption to secure data). We were confident that 
those two keywords made good discussion topics that 
could increase classroom interactions.  

As a result, we added two discussion topics to the 
Masters of Science in Cybersecurity program for 
Spring 2014 (24 class sections; each section has 
25 students on average).  

Videos lack interactions between learners and the 
online learning environment. Even worse, videos 
above a certain length will likely never be watched at 
all, because students cannot easily determine what 
content is within it or how to locate that content. To 
address this issue, we used the inVideo tool to index 
the content and break the large videos into a series of 
small video clips. By doing so, we made it possible for 
students to watch short video clips covering individual 
key concepts directly, while retaining the ability to 
view the whole video if necessary. This served to not 
only increase student interest and engagement in the 
lesson, but also, more importantly, to improve their 
ability to comprehend and retain information.  

Student responses and interactions can be used as 
a proxy for their degree of engagement with any 
particular part of the course. As one example of how 
the inVideo indexing served to increase this measure, 
consider Week 2 of the class. In our assessment of past 
offerings (pre-inVideo) we discovered that this part of 
the course is a quiet week, because the individual 
assignment starting in the week will not be due until 
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Week 8. This meant that the interactions in the 
classrooms dropped significantly from Week 1. Based 
on this assessment, we decided to use the inVideo 
intervention in an attempt to generate more 
interactions during Week 2 of the course.  

Our initial observation of one class was very 
promising; the total number of responses, defined as 
each posting after viewing a video clip, for Week 2 
reached sixty-eight, as compared to only two for the 
same week in the previous semester. This initial 
finding encouraged us to investigate the results for all 
twenty-four sections program-wide. Fig. 7 shows the 
number of responses for the 24 sections comparing 
Fall 2013 to Spring 2014 during Week 2.  

 
 

 
 

Fig. 7. Number of Responses for 24 Sections – Week 2 
Discussions. 

 
 

For the research we conducted, Week 2 student 
responses across the 24 sections were almost seven 
times higher during Spring 2014 (1,129 responses) 
than during Fall 2013 (164 responses).  

For the cybersecurity online/hybrid class, we have 
five graded discussions, one individual assignment, 
one team assignment, and two lab assignments. Two 
more hands-on exercises (labs) have been added since 
Spring 2014. Data from the team projects, using the 
same intervention method, show that student-student 
and student-faculty interactions were 6.5 times greater 
for the courses with the inVideo intervention (104 
responses compared to 16 responses). We also 
measured student performance against desired 
learning outcomes. The average grades on both team 
projects and final grades was higher in Spring 2014 
than in Fall 2013. Here we see that the index and data 
analytics tool inVideo, in combination with just-in-
time assessment and intervention, improved learning 
outcomes.  

Based on our finding, we are in the process of 
breaking up every large learning module into several 
learning objects using inVideo. The new competency-
based learning objects will be used to construct the 
knowledge cloud. These new learning modules will 
consist of many competency-based learning objects, 
and will be more interactive, rational, and accessible.  

We will use inVideo to expand the scope of this 
research to other activities in courses within the 
cybersecurity program. This tool could also be useful 
to courses in other disciplines. Using the inVideo tool, 

linear videos are transformed into a series of 
interactive learning objects. This is vital in an online 
learning environment where interactions and learning 
outcomes are valued the most.  

 
 

5.2. RBDIL Study and Accuracy Factors 
 
The inVideo system has also been tested on the 

Robert B Davis Institute for Learning (RBDIL) 
mathematics education video collection at Rutgers 
University. The collection features decades of 
classroom video tracking a cohort of students as they 
learn mathematics over the years. This collection has 
been used extensively throughout the testing and 
refinement of the inVideo system. 

One interesting outcome of the RBDIL research 
has been on the nature of videos and how certain 
factors impact index accuracy. Through our 
experiments, we found that some videos have very low 
accuracy rates (10 %) for transcripts created using 
inVideo, while others had significantly better results 
ranging from 40-90 % and above. We conducted a 
study to determine what the main contributing factors 
were that cause the inaccuracy in certain files. The 
team consulted with senior engineers at the National 
Institute of Standards and Technologies (NIST) and 
other professionals in the area. Using signal-
processing technology, we analyzed the video signals 
and discovered interesting results. 

Videos with significant ambient noise or unclear 
signals are known to have accuracy problems, and one 
of our key findings in this study has shed light on video 
attributes that would lead to decreased accuracy in a 
given sample. By investigating this phenomenon 
further and identifying possible methods to counteract 
these mitigating factors now that we are aware of their 
influence, we have been teaching the inVideo software 
to improve its outcomes with those videos featuring 
one or more confounding attributes. 

To this end, we compared different videos to 
observe which factors are primarily involved in 
affecting the accuracy, and have worked to create 
methods for counteracting these factors. Fig. 8 and 
Fig. 9 show the frequency and quefrency distributions 
for two videos: one with an acceptable level of 
indexing accuracy and one with one or more 
mitigating factors that confound accurate indexing. 

 
 

 
 

Fig. 8. Signal analysis for video with 90 % accuracy. 
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Fig. 9. Signal analysis for video with 10 % accuracy. 
 
 

Our study shows that ambient noise (reflected 
through the quefrency) plays an important role in the 
accuracy of the transcripts. Ambient noise may come 
directly from the environment or from the natural 
distortions that can occur due to recording practices, 
such as the reverberation that results when the distance 
between vocal and microphone is not ideal. 
Acceptable tolerance levels for distance-based 
reverberation will vary based on the type of 
microphone used. This supports our conclusion that 
the type of recording equipment used and the methods 
by which it is deployed is one of several key factors in 
determining accuracy. 

Based on these results, the team conducted 
experiments in which the voices were re-recorded on 
select videos and the resulting audio track was layered 
back to the original videos. For these tests, the team 
used a condenser microphone and took steps to ensure 
that it was directed optimally in relation to the source 
and within an acceptable distance. As expected, the 
accuracy improved from less than 20 % to 80 % or 
above. 

It is worth noting as well that there is a distinction 
between ambience and signal clarity problems when it 
comes to human and computer comprehension. Many 
instances of poor signal quality are obvious to the 
human observer, because the information will be hard 
to understand. However, the human brain is quite good 
at inferring meaning in less than ideal signals in ways 
that computers can’t accomplish as easily. There exists 
a range of issues that may exist in a video file that can 
create issues for automated indexing and search, 
despite appearing acceptable to a human viewer. Any 
researcher or educator creating video content would be 
wise to consider this. 

 
 

6. Conclusion and Future Work 
 

This paper discussed a novel video index and 
analytics tool used to analyze video data. Video 
indexing engines analyze both audio and visual 
components of a video, and the results of this analysis 
provide novel opportunities for search. To improve 
accuracy, we can either improve the transcription 
engine, analyze video frames better where there is no 
audio, or crowd-source accuracy through collaborative 
filtering. For transcription ac- curacy, one potential 

accuracy improvement can come from using a self-
learning artificial intelligence (AI) system that could 
be taught to recognize certain accents or languages. 
The process or requirements for instituting such a 
system and the magnitude of the improvement in 
accuracy are to be studied in the future.  

At present, the inVideo tool is limited to only 
analyze native (non-streaming) videos. We will 
continue our research on analyzing live videos and 
streaming videos and make inVideo available to 
broader video collections and applications.  
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Abstract: Active contour models are designed to evolve an initial curve, called level set, to extract the desired 
object(s) in an image. Most approaches are based on semi-implicit schemes which are stable for all time steps. 
Various models are used for the global segmentation such as Chan-Vese (CV) model. The CV model has the 
global segmentation property to segment all objects in an image. The problem with this model is the high time 
computing. In order to reduce it, our contribution in this work is the association of a semi-implicit Additive 
Operator Splitting (AOS) technique with the CV model in biphase and multiphase cases. The basic idea behind 
AOS schemes is to decompose a multi-dimensional problem into one-dimensional ones that can be solved very 
efficiently. In this paper, we present the new association in biphase and multiphase cases with simulations showing 
the efficiency of the proposed method. 
 
Keywords: Image segmentation, Active contours, Chan Vese, AOS scheme, Level set. 
 
 
 
1. Introduction 
 

Image segmentation is the task of partitioning an 
image into multiple regions. The most known region 
based method has been proposed by Mumford Shah 
[1] who have introduced a general optimization 
framework. To determine desired curves or surfaces, 
this method uses an energy functional based on 
regional geometric properties such as the area of the 
region, its contour length and the variation of 
individual pixel intensities inside and outside the 
region. However, the Mumford Shah [2] model cannot 
be easily implemented. The CV method [2] is a special 
implementation of Mumford Shah using a level set 
function for the case of two phases with two piecewise 
constants. The basic idea of CV model is to minimize 
energy functional by solving the Euler-Lagrange 
equation. This minimization takes enough time in 
image segmentation. 

To reduce the time of segmentation, Weickert et al. 
[3] provide a fast algorithm using the semi-implicit 
AOS scheme. The basic idea behind the AOS schemes 
is to decompose a multi-dimensional problem into 
one-dimensional ones that can be solved very 
efficiently. Then the final multi-dimensional solution 
is approximated by averaging the one-dimensional 
solutions. In [4], the authors present a combination of 
the semi-implicit AOS scheme and a narrow-band 
technique which is associated to the geodesic active 
contours. This association requires re-initialization for 
each iteration which is the weakness of the method. As 
solution, Kuhne et al. [5] provide a fast algorithm 
using a semi-implicit AOS scheme technique which is 
suitable both for the geometric and the geodesic active 
contour model. In [6], the authors propose a new 
selective segmentation model, combining ideas from 
global segmentation that can be reformulated in a 
convex way such that a global minimizer can be found 

http://www.sensorsportal.com/HTML/DIGEST/P_2949.htm
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independently of initialization. They present the 
Convex Distance Selective Segmentation (CDSS) 
functional (based on CV model) which is associated 
with the semi-implicit AOS scheme. In our work, we 
use a level set representation of the CV model with the 
semi-implicit AOS scheme in order to improve the 
speed of the segmentation in biphase and multiphase 
cases. 

This paper is organized as follows. Section 2 
contains a review of level set method and the CV 
model for biphase and multiphase cases. In Section 3, 
we present the semi-implicit AOS scheme. Then, we 
present the CV model with the semi-implicit AOS 
scheme in biphase and multiphase cases in Section 4. 
Experimental results are given in Section 5. 

 
 

2. Active Contour Models 
 
In this section, we shall first provide an overview 

of level set theory before we get into the details of the 
CV model. 
 
 
2.1. Level Set Method 

 
A level set method is a numerical technique, which 

helps with tracking moving fronts to interfaces and 
shapes. This technique was first introduced by Osher 
et al. in [7], where the boundaries are given by level 
sets of a function ( )xϕ , naming it as the level set 

method. This method is very successful due to a very 
easy way of following shapes that change topology. 
For a given interface Γ = ∂Ω as shown in Fig. 1, the 
level set is independent of the parametrisation of the 
contour and can be used to represent the interface 
evolution. The idea of the level set method is to 
implicitly represent an interface Γ as the level set of a 
function ϕ . The level set functionϕ of the closed 

front Γ is defined as follows: 
 

 ( )
( )
( )

x 0  inside  

x 0  outside  

x 0  on  .

ϕ
ϕ
ϕ

> Γ


< Γ
 = Γ

,  

 

where 2x R∈ . 
The adjusting contour at time t  is denoted by 

( )( )x  ;t tϕ  

 
 ( )( )

( )( )
( )( )

x ; 0  inside  

x ; 0  outside  

x ; 0  on  .

t t

t t

t t

ϕ

ϕ

ϕ

 > Γ
 < Γ


= Γ

,  

 
The level set value of a point on the contour with 

motion must always be 0. 
 

 ( )( )x ; 0,t tϕ =  (1) 

A derivation of (1) with respect to t  and after some 
manipulation, yields PDE equation: 
 

 
0F

t

ϕ ϕ∂ + ∇ =
∂

, (2) 

 
where F stands for the speed in which the contour 
propa-gates in normal direction with an initial 
condition ( )x, 0tϕ = (the initial drawn curve) 

 

 
Fig. 1. Representation of the interface Γ . 

 
 

 
2.2. The Chan-Vese Model 
 
2.2.1. Biphase Case 

 
In [2], the authors present a special implementation 

of the CV method based on the use of the level set 
method to minimize the piecewise constant two phases 
Mumford Shah functional [1]. The advantage of this 
implementation is the possibility to detect objects 
whose boundaries are not necessarily defined by 
gradient and overcame the problematic tracking of .Γ  
For a given image 0u in domain Ω , the CV model is 

formulated by minimizing the following energy 
functional: 
 

( ) ( )

( ) ( )( )
( ) ( )( )( )

2

1 0 1

2

2 0 2

      

, ,

, 1 ,

CVF dxdy H dxdy

u x y c H x y dxdy

u x y c H x y dxdy

μ δ ϕ ϕ ν ϕ

λ ϕ

λ ϕ

Ω Ω

Ω

Ω

= ∇ + +

− +

− −

 



 (3) 

 
where 1 ,μ λ and 2λ are positive parameters, ϕ is a 

level set function,  ( )H ϕ  is the Heaviside function 

and ( )δ ϕ  is the Dirac function. Generally, the 

regularized versions are selected as follows: 
 

 
( )

( ) 2 2

1 2
1  arctan  

2

1

Hε

ε

ϕϕ
π ε

εδ ϕ
π ϕ ε

   = +      

 = +

, (4) 

 
The two piecewise constants 1c  and 2c are defined 

as  
 

 ( ) ( )( )
( )( )

0

1

, ,

,

u x y H x y dxdy
c

H x y dxdy

ε

ε

ϕ

ϕ
Ω
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 ( ) ( )( )( )
( )( )( )

0

2

, 1 ,

1 ,

u x y H x y dxdy
c

H x y

ε

ε
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ϕ
Ω
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=
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, (6) 

 
The evolution equation is given by: 
 

( )
( )

( )

2

1 0 1

2

2 0 2

 u c

t
u c

ε

ϕμ ν λϕ ϕδ ϕ

λ

  ∇∇ ⋅ − − −  ∂  ∇=   ∂  
+ −  

, (7) 

 
 
2.2.2. Multiphase Case 
 

The CV model for multiphase piece-wise constant 
(we use two level set functions 1ϕ  and 2ϕ ) is 

formulated by minimizing the following energy 
functional [8]: 
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where 
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Evolution equations of 1ϕ and 2ϕ are given by: 
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2 21
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3. Additive Operator Splitting Scheme 
 
The AOS method is proposed by Tai et al. in [9] 

and Weickert et al. in [3]. The AOS scheme guarantees 
equal treatment of all coordinate axes and is stable for 
big time steps. The scheme presents the semi-implicit 
algorithm based on a discrete non-linear diffusion 
scale-space framework. This scheme is applied to the 
m-dimensional diffusion equation and it is given in the 
following form: 
 

 ( ) ( )x,div g f
t

ϕ ϕ ϕ∂ = ∇ +
∂

, (15) 

 
 

( ) ( )
1

x,
  

m

j
j j j

g f
t x x

ϕ ϕϕ ϕ
=

 ∂ ∂ ∂= +  ∂ ∂ ∂ 
 , (16) 

 

where [ ]0, mT R×Ω ⊂ . The initial and boundary 

conditions are: 
 

 ( ) 00,.   and  0  on  
 n

ϕϕ ϕ ∂= = ∂Ω
∂

,  

 
We consider discrete times kt k t= Δ , where 

0k N∈ and tΔ a semi-implicit discretization of the 

diffusion equation. 
 

 
( )

1

1

1

ˆ , 1, 2,...
m

k k
l

l

I t A kϕ ϕ ϕ
−

+

=

 = − Δ = 
 

  (17) 

 

where ˆ k k tfϕ ϕ= + Δ . 

We may consider AOS variant (for 2m = ) 
 

( )( )
2 1

1

1

1
ˆ2 , 1,2...

2
k k k

l
l

I tA kϕ ϕ ϕ
−+

=

= − Δ =  (18) 

 
The AOS scheme offers one important advantage 

[10]: the operators ( ) ( )2k k
l lB u I tA ϕ= − Δ  lead to 

strictly diagonally dominant tridiagonal linear 
systems, which can be solved very efficiently with 
Thomas algorithm. This algorithm has a linear 
complexity and can be implemented very easily. 

To implement equation (18), we proceed in three 
steps [10]: 

1) Evolution in x direction with step size 2 tΔ : 
Solve the tridiagonal system 

( )( ) 1 ˆ2 k k k
xI tA ϕ υ ϕ+− Δ = for 1kυ + . 
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2) Evolution in y direction with step size 2 tΔ : 

Solve the tridiagonal system 

( )( ) 1 ˆ2 k k k
yI tA ϕ ω ϕ+− Δ = for 1kω + . 

3) Averaging: 

Compute ( )1 1 1: 0.5k k kϕ υ ω+ + += + . 

 
 
4. The Chan-Vese Model with Semi-

Implicit Additive Operator Splitting 
Scheme 

 
In this section, we present the CV model with the 

semi-implicit AOS scheme in biphase and multiphase 
cases. 
 
 
4.1. Biphase Case 

 
From equation (7), we denote: 

 

( ) ( ) ( ){ }2 2

1 0 1 2 0 2 ,f u c u cεδ ϕ λ λ ν = − − − − −   

(19) 
 
To avoid singularities, we replace the term ϕ∇

with 2 2
x yβϕ ϕ ϕ β∇ = + +  and denote 1/W βϕ= ∇  

Discretizing (7) by employing the AOS scheme, we 
get the following equation: 
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2 1

1

1

1
ˆ2

2
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=
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The matrices lA , for 1,2l = , are tridiagonal 

matrices derived using finite differences [11] and 
ˆ n n tfϕ ϕ= + Δ . 
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The algorithm of the CV model with the semi-
implicit AOS in biphase case is [12]: 

1) Initialize 0ϕ by 0 ,  0kϕ = . 

2) Compute f from equation (19). 

3) Compute ( )1
kc ϕ  and ( )2

kc ϕ  by (5) and (6). 

4) Compute kϕ using (20). 

5) Check whether the solution is stationary. If 
not, repeat 2-5. 

 
 
4.2. Multiphase Case 
 

From equation (13), we denote: 
 

( )

( ) ( )( )
( )( ) ( ) ( )( )

( )( )

2 2

0 11 0 01

2 2

1 1 2 0 10 0 00

21

u c u c

f H u c u c

H

ε ε

ε
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(21) 

 
From equation (14), we denote: 
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(22) 

 
To avoid singularities, we replace the term 1ϕ∇

with 2 2
1 1 1x yβϕ ϕ ϕ β∇ = + +  and 2ϕ∇  with 

2 2
2 2 2x yβϕ ϕ ϕ β∇ = + +  

The algorithm of the CV model with the semi-
implicit AOS in multiphase case is: 
1) Initialize 0

1ϕ and 0
2ϕ by 10ϕ and 20 ,  0kϕ =  

2) Compute ( )11
kc ϕ  , ( )10

kc ϕ , ( )01
kc ϕ and ( )00

kc ϕ  

3) Compute 1f  and 2f  by equation (21) and (22). 

4) Compute 1
kϕ  using (20) and 2

kϕ using (20). 

5) Check whether the solution is stationary. If not, 
repeat 2-5. 

 
 
5. Experimental Results 
 

In the biphase case, the constants are given as 
follow: 0,  t 1ν = Δ = and 1 2 1λ λ= = . 

In Figs. 2 - 5, we illustrate the segmentation by the 
CV model for boat, MR of knee, MR of brain and CT 
images. In Figures Figs. 6 - 9, we show the 
segmentation by the CV model with semi-implicite 
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AOS scheme for the same images. The segmentation 
illustrates the two phases and the results are almost 
similar for the two methods. 

For the multiphase case, the constants are given as 
follow: 0ν =  and 1 2 1λ λ= = . In Figs. 10 - 13, we 

illustrate the segmentation by the CV model for boat, 
MR of knee, MR of brain and CT images, but in  
Figs. 14 - 17, we show the segmentation by the CV 

model with the semi-implicite AOS scheme for the 
same images. The two methods give exactly the same 
segmentation where we can see the four phases. 

The comparison study relative to time computing 
is summarized in Tables 1 - 4; we deduce that the CV 
model with semi-implicit AOS scheme reduces the 
time computing of the segmentation by half. 

 

 
 

 
Fig. 2. Segmentation by CV model (biphase case) of boat. 

 
 

 
Fig. 3. Segmentation by CV model (biphase case)  

of MR image of knee. 
 
 

 
Fig. 4. Segmentation by CV model (biphase case)  

of MR image of brain. 
 
 

 
Fig. 5. Segmentation by CV model (biphase case)  

of CT image. 
 

 
Fig. 6. Segmentation by the CV model with semi-implicit 

AOS scheme (biphase case) of boat. 
 

 
Fig. 7. Segmentation by the CV model with semi-implicit  

AOS scheme (biphase case) of MR image of knee. 
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Fig. 8. Segmentation by the CV model with semi-implicit 

AOS scheme (biphase case) of MR image of brain. 
 
 
 

 
Fig. 9. Segmentation by the CV model with semi-implicit 

AOS scheme (biphase case) of CT image. 
 

 
Fig. 10. Segmentation by CV model (multiphase case)  

of boat. 
 
 

 
Fig. 11. Segmentation by CV model (multiphase case)  

of MR image of knee. 
 

 
Fig. 12. Segmentation by CV model (multiphase case)  

of MR image of brain. 
 

 
Fig. 13. Segmentation by CV model (multiphase case)  

of CT image. 
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Fig. 14. Segmentation by the CV model with semi-implicit 

AOS scheme (multiphase case) of boat. 
 
 

 
Fig. 15. Segmentation by the CV model with semi- implicit 
AOS scheme (multiphase case) of MR image of knee. 

 

 
Fig. 16. Segmentation by the CV model with semi-implicit 

AOS scheme (multiphase case) of MR image of brain. 
 

 
Fig. 17. Segmentation by the CV model with semi-implicit 

AOS scheme (multiphase case) of CT image. 
 

 
 
Table 1. Comparison between the CV model and the CV 

model with semi-implicit AOS scheme of boat and MR  
of knee images in biphase case. 

 
Image boat MR of knee 

Method CV 
CV-
AOS 

CV 
CV-
AOS 

CPU 
time (s) 

110.6671 56.7532 51.9639 22.1521 

 
 
Table 2. Comparison between the CV model and the CV 
model with semi-implicit AOS scheme of MR of brain and 

CT images in biphase case. 
 

Image MR of brain CT 

Method CV 
CV-
AOS 

CV 
CV-
AOS 

CPU time 
(s) 

48.8127 20.9665 48.9063 22.7761 

 
 

Table 3. Comparison between the CV model and the CV 
model with semi-implicit AOS scheme of boat  and MR  

of knee images in multiphase case. 
 

Image boat MR of knee 

Method CV 
CV-
AOS 

CV 
CV-
AOS 

CPU 
time (s)

158.2630 71.0429 70.3253 28.1270 

 
 
Table 4. Comparison between the CV model and the CV 

model with semi-implicit AOS scheme of MR of brain  
and CT images in multiphase case. 

 
Image MR of brain CT 

Method CV 
CV-
AOS 

CV 
CV-
AOS 

CPU time 
(s)

69.9352 26.3954 39.4527 18.8449 
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6. Conclusions 
 

In this paper, we have used the advantages of the 
semi-implicit AOS technique in order to fast the CV 
model for image segmentation in biphase and 
multiphase cases. The experimental results show that 
the segmentation is done in the two cases, with the 
superiority of the CV model with the semi-implicit 
scheme compared to the CV model concerning the 
time computing. As future work, we plan to associate 
the semi-implicit AOS technique with other active 
contour. 
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Abstract: In 1974, H. L. Resnkikoff published an inspiring paper about the use of differential geometry to study, 
among others, the intrinsic shape of the space of perceived colors and the Riemannian metrics on it. The 
mathematical techniques that he used is shared with modern theories of theoretical physics, which are far from 
being a common background for scientists in color vision and processing. Due to this, Resnikoff’s paper remained 
unnoticed for decades. In this brief contribution, some insights about how to update Resnikoff’s ideas will be 
given and discussed in relationship with a modern theory of color spaces and to the mathematical concept of 
principal fiber bundle. 
 
Keywords: Geometry of color spaces, Principal fiber bundles, Human perception, Applications to perceived color 
distances. 
 
 
 
1. Resnikoff’s Framework for the Space 

of Perceived Colors 
 

In the 1974 paper [1], H. L. Resnikoff analyzed the 
geometrical and topological properties of the space of 
perceived colors P with a high level mathematical 
rigor. He decided to start from Schrödinger’s axioms 
[?] for P: Axiom 1 (Newton 1704): if x ∈ P and α ∈ R+, 
then αx ∈ P. Axiom 2: if x ∈ P then it does not exist any 
y ∈ P such that x + y = 0. Axiom 3 (Grassmann 1853, 
Helmholtz 1866): for every x,y ∈ P and for every  
α ∈ [0,1], αx+(1−α)y ∈ P. Axiom 4 (Grassmann 1853): 
every collection of more than three perceived colors is 
a linear dependent family in the vector space V 
spanned by the elements of P. Note, in particular, that 
Axiom 3 implies that P is closed under convex linear 
combinations, i.e., every two colors in P can be joined 
by a line segment, i.e., P is convex. References for the 
quoted axioms are the following: [2], [3] and [4]. 

Resnikoff added another axiom that of local 
homogeneity of P with respect to changes of 

background illumination of the visual scene. If X is a 
topological space and G is a group of transformations 
that acts on X, then X is called a homogeneous space 
with respect to G if, for any two points x,y ∈ X, there 
exists a transformation g ∈ G such that g(x) = y, i.e., 
any two points of X can be joined by an opportune 
transformation g induced by G. X is only locally 
homogeneous with respect to G if this property holds 
only locally, i.e., if for every x ∈ X there is an open 
neighborhood Ux containing it and such that every  
x0 ∈ Ux can be written as x0 = g(x) for a certain g ∈ G. 
The reason for introducing this further axiom is that it 
is possible to modify a color to reach a ‘very similar’ 
color with a change of illumination and this means that 
P should be locally homogeneous with respect to the 
group of transformations of illuminations. 

Resnikoff claimed that this group can be assumed 
as the following: 

 
 

(1) 
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where GL(V) is the group of orientation-preserving 
invertible linear operators on V, or, equivalently, the 
group of real n × n matrices with determinant greater 
than zero, where n = dim(V) ≤ 3 thanks to Axiom 4. He 
justifies this choice from the consideration that Axiom 
1 implies that P is a cone embedded in V and so a 
general transformation of illumination must preserve 
the orientation of the cone and it must also be 
invertible, since it is possible to turn back to the initial 
conditions of illuminations. The condition g(x) ∈ P is 
perfectly natural because after the change of 
illumination we can still perceive the colors. 

The observation that a change of illumination 
slightly modifies the perception of colors of a visual 
scene can thus be stated in this mathematical 
formalism by saying that P is locally homogeneous 
with respect to GL(P). But, thanks to Axiom 3, for 
every couple of perceived colors x,y ∈ P there exists 
the line segment that join x to y. This segment is 
compact, hence it can be covered by a finite partition 
of open neighborhoods U1,...,Un and the color x can be 
moved along this line segment passing from a 
neighborhood to the next one with the transformations 
g1,...,gn. Thus, the global transformation that enables 
us to pass from x to y is the composition of the single 
transformations, i.e., y = g(x), g = gn ◦ ··· ◦ g1 and so 
local homogeneity for the convex P implies its global 
homogeneity. 

For this reason, Resnikoff postulates a fifth axiom 
on the structure of the color space: Axiom 5 (Resnikoff 
1974): P is globally homogeneous with respect to the 
group of transformations of illumination GL(P). 

Starting from the set of axioms 1-5 and by using 
Lie groups and algebras representation theory [5], 
Resnikoff managed showed that the only two 
geometrical structures compatible with these axioms 
are: 

 

 
or 

 

 
 

where SL(2,R) is the group of 2×2 matrices with real 
entries and determinant +1 and SO(2) is the group of 
matrices that perform rotations in the plane R2. 

The first geometrical structure agrees with the 
usual trichromatic space, such as RGB, XYZ, and so 
on. The second geometric structure instead is novel:  
R+ can be interpreted as an achromatic coordinate, but 
no clear explanation of the Poicare-Lobachevsky two-
dimensional space of constant´ negative curvature 
SL(2,R)/SO(2) in terms of color features is available 
yet. 

Once determined the only two possible structures 
of P, Resnikoff used a phenomenological property of 
human vision, namely color constancy, as an 
invariance principle which allowed him determining 
the metric on P. In the colorimetric interpretation, a 
metric on P allows measuring perceptual differences 
of color in a visual scene. 

Color constancy is the name reserved to the 
robustness of perception of color differences with 
respect to global illumination changes. If we indicate 
with d the metric which measures the difference of 
colors in P, then color constancy implies that d must 
be GL(P)-invariant, i.e. 

 

 (4) 
 

Resnikoff showed that there is only one metric 
compatible with this invariance for both 
representations of P. If   , then 

 

 
 
where  and αj are positive real constants, for 
j = 1,2,3. This metric agrees with the Helmholtz-
Stiles color distance. 

If , then one must use the 
following parameterization 

 

 
 

x is a 2×2 positive-definite real symmetric matrix, 
 

 ,  
and  

. 
 
With this notation we have: 
 

  (6) 
 
where Tr is the trace operator, which guarantees 
invariance thanks to its cyclic property. Again, this is 
a novel color metric that has never been studied. 

Once we have color metrics on P, the perceptual 
difference among two colors x,y ∈ P can be calculated 
with the integral 

 

 (7) 
 
where γ is the geodesic which connects x to y. 
 

In particular, Resnikoff computed d(x,y) in the 
case   and , i.e. 
when x and y differ only in their intensities. In this 
situation the metric will measure the brightness 
difference. The calculation of the integral gives 
 

 
(8) 
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i.e. the difference in brightness is proportional to the 
logarithm of the intensity difference. This is coherent 
with what stated by Weber-Fechner’s law [6]. 
 
 

2. Updating Resnikoff’s Model: Principal 
Fiber Bundles 
 

Resnikoff’s model is one of the most elegant 
treatises on color perception and it paved the road to 
the introduction of some advanced mathematical 
techniques used in theoretical physics, e.g., differential 
geometry, Lie groups and algebras representation 
theory and Jordan algebras, to the theory of color 
perception. In this section, it is discussed the idea that 
another fundamental mathematical object commonly 
used in classical and quantum field theory of 
mathematical physics, the principal fiber bundle, can 
be a fundamental (missing) piece in the Resnikoff 
framework. 

First of all, note that Axiom 1 fails for  and
. In fact, as α approaches zero, the retinal cones 

responsible for color vision do not work anymore and 
retinal rods are activated, allowing only black and 
white vision, which can be identified with achromatic 
colors in P. However, rods sensitivity is finite, so that 
under a certain threshold ߙത, vision ceases and with it 
the geometric structure of P. The same can be said 
when α overcomes an upper limit, after which retinal 
cones saturate and sight is lost. 

A second issue is that, in Resnikoff’s model, only 
independent light stimuli over a uniform background 
are considered; however, color vision in real world 
conditions is much more complex. In fact, color 
perception of natural scenes is intrinsically local: hue, 
saturation and brightness of a patch strongly depend on 
the surrounding patches, a phenomenon called 
‘induction’, see Fig. 1. 

This is the reason why one must distinguish 
between spectral colors of light sources isolated from 
the rest of the visual field, and color in context. 
Induction analysis is an active research field both in 
image processing and cognitive psychology, see e.g., 
[7–15]. 

When induction phenomena are taken into 
account, it is clear that if we want to represent color 
differences a spatially variant Riemannian metric on P 
must be considered, instead of a global one. This is 
where the framework of principal fiber bundles  
[16 - 20] can be helpful. 

Without entering in the very complicated matter of 
field theory, it is nevertheless possible to give an idea 
of what fiber bundles are by considering a field as an 
entity which assigns to every point x of a manifold M 
a point f of another manifold F, representing the value 
taken by the field in x. A configuration of a field on an 
open subset U of M is a map  
completely defined by its graph, i.e., by the set 

 

. 
It is quite natural to think at U × F as the local 

model of a more complicated geometric structure 

obtained by ‘gluing together’ these Cartesian products 
(in a suitable way). This structure is precisely what is 
called a fiber bundle over M with standard fiber F. 
Hence, naively, a fiber bundle can be seen as a 
generalization of the concept of a manifold, now 
modeled on a Cartesian product instead of an 
Euclidean space. A fiber bundle is a principal bundle 
if the standard fiber is a Lie group G. 

The importance of considering Lie groups has been 
discussed in the previous section, thus it seems 
necessary to consider, among all fiber bundles, 
principal fiber bundles as the candidates to provide the 
rich geometrical structure needed to introduce in 
Resnikoff’s framework the phenomenon of local 
induction. A formalization of this idea can lead to new, 
context-dependent, color metrics rigorously obtained 
from first principles and not by ad-hoc procedures. 

 
 

 
 
Fig. 1. Top to bottom: the induction phenomena. In all the 
pictures, the pierced square is the same in both columns, 
however it is surrounded, inside and outside, by another 
stimulus, which is different in the two columns. The top row 
shows that the (fixed) hue (tint) of the pierced square is 
perceived as greenish or reddish depending on the 
surrounding. The middle row shows that the (fixed) 
saturation (color purity) of the pierced square is perceived 
more or less intense with respect to the neighborhoods. 
Finally, in the bottom row, we can see that the brightness 
(perceived luminosity) of the pierced square changes 
dramatically when the surrounding area changes. 
 
 

3. Conclusion 
 

The Resnikoff’s model of perceived color space has 
been recalled and some critics about its assumptions 
have been pointed out. These observations can be the 
starting point for a new analysis of color spaces, based 
on the mathematical concept of principal fiber 
bundles, which it has been motivated to seem the most 
adequate framework to further develop Resnikoff’s 
analysis. 
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